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Abstract

Second generation cellular systems, including Global System for Mobile communications (GSM),

provide primarily voice communications to mobile users. Recently, there has been a growing in-

terest in packet data communications over wireless to provide fast and efficient Internet access to

mobile users. Mobile radio channels exhibit poor bit error rate performance due to channel im-

perfections including time-varying distance and shadow losses, and multipath fading. Commonly

used higher layer protocols (e.g., transport layer protocols like TCP) have been designed to per-

form well in wireline networks where the channel error rates are very low. Thus, the lower layers

in wireless protocol stacks must be designed to address such higher layer performance concerns.

In particular, efficient and robust data link layer (LL) and media access control (MAC) layer pro-

tocols are crucial to system performance in wireless data communications. This thesis addresses

the performance analysis of various layers in a wireless protocol stack and suggests techniques to

enhance performance.

We consider the protocol stack proposed in the General Packet Radio Service (GPRS) sys-

tem. GPRS is a wireless system that provides packet data communications to mobile users using

GSM cellular infrastructure. The radio link control/medium access control (RLC/MAC) layers in

the GPRS protocol stack essentially are responsible for the way in which the GSM/GPRS radio re-

sources (frequency-time slot pairs) are shared by various mobile users. The uplink (mobile-to-base

station link) channel resources are shared based on a request-reservation mechanism. Performance

of the GPRS RLC/MAC layers under various radio channel and traffic load conditions influence

the overall GPRS network performance. Several studies have investigated the performance of the

GPRS RLC/MAC layers, but mainly through simulations.
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A new contribution in this thesis is the modeling and analytical evaluation of the perfor-

mance of the RLC/MAC protocols in GPRS, considering the uplink request-reservation mecha-

nism. Using theory of Markov chains, we derive expressions for the uplink throughput and delay

performance of the GPRS MAC protocol. Our analysis quantifies the throughput-delay perfor-

mance as a function of system traffic load, number of random access channels (to carry resource

requests from mobiles), and number of traffic channels (to carry data traffic) on the uplink. The

results can be of use in choosing the optimal mix of number of random access channels and traffic

channels for a given traffic load. Analytical performance results are found to closely match with

the simulation results.

Another key contribution in this thesis is the proposal and the performance analysis of slot

level retransmission at the RLC layer to enhance performance. A packet that is scheduled to be

transmitted over the GPRS air interface is formatted into one or more logical link control (LLC)

frames, which are then segmented into several RLC blocks. The radio resource allocation in GPRS

is performed in units of RLC blocks. Each RLC block occupies four physical layer time slots. A

selective repeat (SR) automatic repeat request (ARQ) mechanism is provided at the RLC layer to

recover RLC block errors using a block check sequence (BCS) and block level retransmission.

The drawback with block level retransmission is that even if error occurs in only one slot, the

entire block of four slots needs to be retransmitted, which degrades performance. In this thesis,

through analysis and simulations, we show that slot level retransmission significantly improves

the RLC layer performance, particularly when the channel error rates are high. In addition, slot

level retransmission enables resource allocation at the individual time-slot level to achieve a finer

resource allocation granularity and greater flexibility.

Unrecovered block errors at the RLC layer are handled by another ARQ mechanism at the

LLC layer which performs retransmission of ‘erroneous LLC frames’. A question in this regard

is how many retransmission attempts (in the event of a block/frame errors) can be allowed at the

RLC layer and the LLC layer. Our performance results show that it is more beneficial to keep a

larger number of retransmission attempts at the RLC layer than at the LLC layer.

We further study the performance of transport layer protocols over GPRS. Transmission

control protocol (TCP) is an end-to-end transport layer protocol that provides reliable, in-sequence
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delivery of packets. We evaluate the performance of TCP on the uplink in GPRS through simula-

tions. Both block level as well as slot level retransmission at RLC are considered. An ON-OFF

traffic model, such as the web and e-mail traffic, is considered. The OFF period distribution is

modeled to follow a Pareto distribution. It is shown that TCP performance improves with slot level

retransmission as compared to block level retransmission. Effect of various TCP parameters like

fast retransmit threshold on the throughput performance are evaluated.
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Chapter 1

Introduction

The last decade has witnessed widespread and successful commercial use of wireless mobile com-

munications. Wireless mobile communications has been an extremely rich field for research, due

to the many difficulties that the wireless environment presents, and due to the ever increasing users’

demand for more, newer, and better services. The past few years have seen tremendous advances

in the research, development, and design of mobile radio systems, and many more advances are

expected in the near future. The key technical features that make the wireless environment so

challenging are channel unreliability, limited bandwidth, and support for mobility [1].

1.1 Wireless Channels

Due to a number of physical factors, signals propagating through wireless mobile channels are sub-

ject to severe impairments. The effect of propagation on the transmitted signal can be adequately

described by three phenomena, namely, distance loss, shadowing, and multipath fading [2].

Distance loss accounts for the signal attenuation due to the physical distance, d, between

the transmitter and the receiver. In free space, the received power is proportional to d−2, whereas

in ground wave propagation there is an additional effect due to the combination of the direct (free-

space) propagated wave and its replica as reflected by the earth surface. In this case, the distance

loss behavior is better described by the function d−ν , where ν depends on a number of properties

1



Chapter 1. Introduction 2

of the environment, and usually takes values between 2 and 5. The shadow loss, on the other hand,

accounts for obstructions along the propagation path (e.g., buildings or trees), which may cause

significant signal attenuation. Shadow loss is often modeled as having a Gaussian distribution

when expressed in dB. This model (also called log-normal shadowing), has been found to match

field measurements very well. Both distance loss and shadow loss do not vary much over distances

on the order of many wavelengths of the carrier. The increased distance loss and shadow loss in

a mobile radio environment calls for careful link design with adequate mobile transmit power and

receiver sensitivity.

A more serious channel impairment is the loss due to multipath fading. Due to various

objects and reflectors in the propagation environment, the transmitted signal is scattered in many

directions so that multiple versions of it, coming from different angles and with different path de-

lays and attenuations, reach the receiver. The different delays encountered by the multiple versions

of the signal result as phase differences which add either constructively or destructively at the re-

ceiver, leading to deep fades (signal losses) when the phases add destructively. These fades can

be as high as 60 dB of loss in mobile radio environments. Since the mobile terminal can move,

the received signal envelope will vary with respect to time (even if the terminal does not move the

environment around them may change over time resulting in a time-varying signal envelope). The

received signal variation due to multipath fading varies rapidly depending on the mobile speed, and

typically follows a Rayleigh distribution [2]. Typical techniques which are often used to counteract

the effect of multipath fading include equalization, diversity and power control.

All the above physical layer impairments make wireless mobile communication very dif-

ferent from communications over more stable and predictable channels such as cables and fibres.

Specifically, these physical layer impairments contribute to high bit error rates on the wireless

channel, which, in turn, affect the design and performance of wireless protocol stacks.

1.2 Limited Spectrum and Cellular Concept

Another important difference between wireline and wireless systems is the amount of bandwidth

available. Today’s wireless mobile systems mostly operate at UHF frequencies (typical bands are
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900 MHz and 1.8 GHz). Additional frequency bands are being considered for future systems in

the 1–6 GHz range. Spectrum at 17 GHz has been designated for wireless LANs in Europe, and

there are proposals for systems at frequencies up to 60 GHz. The amount of bandwidth available

in these ranges is not large. This is because the radio spectrum is an inherently public resource,

and is already crowded due to the presence of other services in these bands (e.g., broadcast TV,

military communications, and point-to-point radio links). Therefore, wireless systems are limited

by interference, which dictates the amount of bandwidth available and imposes restrictions on how

it can be used1. The consequences of limited spectrum are the constraints on the system capacity

(the number of users the system can support for a given bandwidth) as well as the mobile user’s

capabilities (the bandwidth which may be instantaneously available to a user). Hence, bandwidth

efficient techniques to increase system capacity and user capabilities are important in wireless

mobile systems.

Cellular concept is a widely adopted and successful means to increase capacity in wireless

mobile systems. Invented by the Bell Laboratories in the 1970s, cellular systems are based on

the same concept used for many years in broadcasting, where the same channel frequency can be

used in non-interfering geographic areas (called as cells). The available system bandwidth is split

into a number of channels, and these channels are assigned to cells in such a way that cells using

the same channels are separated geographically by a sufficiently large distance so that certain

co-channel interference constraints are met. This allows a capacity increase as the cell size is

decreased. How the system bandwidth is sub-divided into channels depends on the multiple access

technology of choice. Frequency division multiple access (FDMA), time division multiple access

(TDMA), and code division multiple access (CDMA) are widely used multiple access methods in

cellular systems [3].

A key issue in cellular systems, however, is the need to support user mobility. Two basic

problems need to be solved to guarantee effective mobility management, namely, user location

identification and call handoff. The location problem arises because the system needs to know

1Although wireline networks too face interference issues (e.g., crosstalk), the effects are less significant in limiting

the capacity compared to wireless systems.
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where a user is at any time, in order to be able to correctly forward incoming calls. In cellular sys-

tems, the network is divided into service areas, each composed of a number of cells managed by a

central unit, called Mobile Switching Center (MSC). Each MSC has two databases, called Home

Location Register (HLR) and Visitor Location Register (VLR). The HLR contains information re-

garding users who are registered as subscribers in the area, whereas the VLR contains information

regarding users who are registered as subscribers somewhere else but happen to be roaming in the

area. Every time a user registers as a roamer in a new area, signaling takes place between the

MSCs involved, and the databases are appropriately updated. The information contained in those

registers allows the network to locate the user, i.e., to identify the set of cells where the user can be

found at any given time. Whenever the network needs to locate a user, it looks up the HLR at the

user’s home MSC. If the user is not in that area, the HLR contains information on where the user

can be found. If an incoming call for that user arrives, it may be redirected to the MSC of the area

in which the user can be found. The MSC will then instruct the central transmitters, called Base

Stations (BS), serving all cells in that area to send a paging message for the user, who will reply to

the BS of the appropriate cell. This response completes the location procedure, and the call setup

can be completed at the designated BS.

The other main issue is how to handle ongoing calls when, because of mobility and/or

changing channel conditions, the user needs to change its point of attachment to the network. This

may occur when a user moves away from the BS at which the call was established and moves to-

wards another BS. At some point, the attenuation experienced on the path towards the first BS may

become too severe, to the extent that the transmission quality is no longer adequate. A system with

no support for mobility would drop the call at that point. In cellular systems, however, this situation

would trigger a handoff procedure, whereby the mobile terminal and/or the serving BS look for an

alternative BS which can guarantee adequate transmission quality. If no such alternative can be

found, the call is dropped; otherwise a handoff occurs, i.e., the connection to the old BS is released

and a connection with the new BS is established. In general, handoff procedures involve periodic

measurements of the channel quality (typically, the signal strength or the signal-to-interference ra-

tio) on the currently used mobile-to-BS link and on the paths to a number of other candidate BSs.

Whenever the need arises, these measurements make it possible to determine which BS should be
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chosen as the new BS to which call must be handed over. The decision about when a handoff is

performed and which alternate BS is selected can be made either by the network alone, or with the

cooperation of the mobile terminal (known as Mobile Assisted Handoff – MAHO).

1.3 Cellular Systems Evolution

The main components of a typical cellular system is shown in Fig. 1.1. They include

1. mobile terminal, which contains a radio transceiver and a processor;

2. base station subsystem (BSS), which manages communications to and from the users be-

longing to its own cells, and is composed of a radio part known as the base station (BS) and

a base station controller (BSC);

3. mobile switching center (MSC), which controls a number of BS (typically a few tens), pro-

vides additional functionalities such as call management and diagnostics and fault recovery,

and is the interface to and from the public switched telephone network (PSTN);

4. databases, such as the already mentioned HLR and VLR, plus the equipment identity register

(EIR) and authentication center (AuC), used for security and authentication purposes.

In addition to traffic channels to carry voice/data information, the following control channels are

present in cellular systems:

1. broadcast channels (BS-to-mobile), where general control information is transmitted to all

mobiles;

2. paging channels (BS-to-mobile), used to notify a mobile user of an incoming call;

3. random access channels (mobile-to-base), used for sending mobile-initiated call/resource

requests.

These elements provide essential communication services and network management functionali-

ties, which enable proper system operation.
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MT

BS

BS

BSC

BSC

HLR VLR

MSC

EIR AuCInterface
Air 

Mobile Terminal Base Station Subsystem Network Subsystem

MT   Mobile Terminal BSC   Base Station Controller

HLR   Home Location Register

VLR   Visitor Location Register

MSC   Mobile Services Switching Center 

EIR     Equipment Identity Register

AuC   Authentication Center

BS    Base Station

CSPDN
ISDN, PSPDN

PSTN

Figure 1.1: Cellular system components

The early cellular (first generation–1G) systems were based on analog FM, primarily for

providing voice communications to mobile users. Examples of such systems include the Advanced

Mobile Phone Service (AMPS) in the United States and the Total Access Communications System

(TACS) in Europe. Since the modulation format is analog, FDMA is the multiple access method

used.

The second generation (2G) of cellular systems were based on digital modulation formats,

which offered considerable flexibility in handling the information signals, allowing the use of er-

ror control coding, source coding and compression, and multiple access methods like TDMA and

CDMA. Most importantly, the digital transmission format is more suitable for data communica-

tions, which is expected to be a major player in future wireless mobile systems. There are basically

two different types of second generation systems, depending on whether they are TDMA-based

or CDMA-based. The TDMA-based systems include Global System for Mobile communications

(GSM) in Europe, IS-54/136 (the ‘Digital AMPS’) in the United States, and PDC in Japan [3]. The

IS-95 system, widely deployed in the United States and Asia, is a CDMA-based second generation

cellular system [4].

The first and second generation cellular systems, including AMPS, GSM, IS-95, are circuit-

switched systems, designed primarily for voice communications. In addition to voice services,

circuit-switched data communications at low rates (maximum 14.4 Kbps) are supported by 1G and
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2G systems (e.g., Cellular Digital Packet Data (CDPD) on AMPS, Digital Fax and Asynchronous

Data transfer on GSM, IS-95). However, owing to the accelerated growth of the Internet and

Internet based applications, there has been a growing need to provide faster and efficient Internet

access to mobile users, on existing and future wireless mobile systems.

It is noted that data communications on 1G and 2G systems are essentially provided on

circuit-switched air links. That is, an over-the-air traffic channel is brought up and held through

the entire duration of the data call. No changes are needed to the physical layer to provide data

services in this case. However, suitable protocol stacks need to be provided at the mobile station,

base station and the mobile switching center in order to enable data services. At call origination,

the service option parameter can specify a certain data service instead of voice service.

It is well known that the computer generated traffic in packet data networks is typically

bursty in nature, for which circuit-switched systems are not efficient. It is also known that for

bursty data traffic, packet switched communications can result in a much better utilization of traf-

fic channels. This is because traffic channel resources can be allocated only during active periods

in communications and can be released during idle periods, enabling statistical multiplexing of

channel resources among multiple mobile users. With the increasing demand on mobile data ser-

vices at high speeds, the evolution of 2G systems to next generation systems has been focused on

supporting ‘packet switched operation over-the-air’ in order to make more efficient use of the ra-

dio resources. For example, General Packet Radio Services (GPRS)2 and Enhanced Data rates for

Global Evolution (EDGE) are systems that upgrade and use GSM infrastructure to provide high-

speed (270 Kbps in GPRS and 384 Kbps in EDGE), packet-mode data communications. Third

generation (3G) systems are envisaged to to offer greatly enhanced performance and service char-

acteristics including multimedia services (voice, data, high quality image, video, etc) at high data

rates (up to 2 Mbps) with different quality of service requirements.

2For a brief overview of the GPRS system, refer Chapter 2.
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1.4 Protocol Stacks for Wireless

Since wireless channels are characterized by high error rates as mentioned earlier, efficient proto-

col stacks need to be designed and put in place at the mobile terminal side as well as the cellular

infrastructure side, in order to provide reliable packet data communications over-the-air. Particu-

larly, sophisticated error control mechanisms need to be employed to improve the reliability of data

transfer over wireless links. Forward error correction (FEC) and automatic repeat request (ARQ)

are commonly used error control techniques. In FEC, redundant bits are added to information bits

to detect as well as correct channel induced errors. In ARQ, on the other hand, error control is

achieved not through error correction but through retransmission of erroneous data packets. While

FEC is applied at the physical layer, ARQ can be applied at different layers of the protocol stack.

Errors uncorrectable by FEC at the physical layer can be handled by ARQ at higher layers.

Commonly used higher layer protocols (e.g., transport layer protocols like TCP) have been

designed to perform well in wireline networks where the channel error rates are very low. TCP

is the transport protocol used for popular Internet applications like file transfer (ftp), web brows-

ing (http), and e-mail (SMTP). The window adaptation strategy in TCP is devised to recover from

packet losses due to network congestion [5]. The transmission window size is reduced when exces-

sive packet losses occur. Since TCP can not differentiate between packet losses due to congestion

and channel imperfections (fading, etc), the window size gets reduced quite often due to channel

errors when TCP is used on wireless links. This severely degrades the TCP throughput perfor-

mance. In order to alleviate this problem, ARQ techniques at the lower layers (e.g., link layer) in

wireless becomes essential in order to make the data seen by the TCP less erroneous.

1.4.1 Choice of ARQ Technique

There are several ARQ techniques, including Stop-and-Wait (SW) ARQ, Go-Back-N (GBN) ARQ

and Selective Repeat (SR) ARQ.

Stop-and-Wait ARQ: In this scheme, after sending a data frame, the transmitter waits for a

positive or negative acknowledgment (ACK/NACK) before it sends the next frame. This strategy,
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though simple to implement, is not widely used in modern data networks because of its highly

inefficient use of the communication links. The channel is left idle most of the time while the

transmitter waits for an ACK/NACK.

Go-back-N ARQ: In this scheme, there is a transmission window of size N . The trans-

mitter can send up to N frames without waiting for an ACK from the receiver. Suppose that at

time t, the receiver expects frame with sequence number M from the transmitter, meaning that

frames with sequence numbers from 0 to M − 1 are successfully received and that the ACK for

(M −1)th frame is sent to the transmitter. The transmitter on receiving the ACK for the (M −1)th

frame updates its window to [M,M +N −1]. The transmitter can then send frames with sequence

numbers in the above range. A timeout timer is started when (M +N − 1)th frame is transmitted.

If a NACK comes before exhausting the window, or if the timeout timer expires, the transmitter

starts retransmitting the packets from the lower edge of the window. GBN ARQ performs much

better than SW ARQ. However, in GBN, since retransmission starts from the packet at lower edge

of the window, retransmission of already correctly sent packets may also occur.

If p is the probability of frame error, then the achievable throughput in GBN, ηGBN , is

bounded by [6].

ηGBN ≤ 1−p

1+pβ
, (1.1)

where β is the expected number of frames in one round-trip delay interval.

Selective Repeat ARQ: This strategy is similar to the Go-back-N ARQ except that only

erroneous frames are retransmitted. Hence, the feedback from the receiver must include the se-

quence numbers of the erroneous frames. SR ARQ typically performs better than GBN ARQ as

SR ARQ does not do retransmission of correctly sent frames. The throughput achieved by SR

ARQ is bounded by [6]

ηSR ≤ 1− p. (1.2)

The choice of ARQ depends on various parameters like frame error rate of the channel,

round-trip delay between the transmitter and the receiver, available buffers, etc. For example,

from Eqns. (1.1) and (1.2) it can be observed that GBN can perform as good as SR in terms of

throughput when the frame error rate (p) and the round trip delay (β) are very small. However,
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SR can outperform GBN when p and β are large. Since the frame error rate p on wireless links

is large, SR is the desired ARQ technique for use in wireless protocol stacks. Similarly, for large

round-trip delay (large β) systems too, like satellite links, SR ARQ is preferred.

1.5 Problem Statement

In this thesis, we are interested in the performance analysis of various layers in a wireless protocol

stack. Specifically, we consider the protocol stack proposed in the General Packet Radio Service

(GPRS) system which provides packet data communications to mobile users using GSM cellular

infrastructure [7]. We are also interested in protocol enhancements that can improve performance

in a wireless mobile environment.

One key technical issue that is crucial in designing packet mode wireless systems is the ef-

ficiency with which the available radio resources are shared by multiple mobile users. This aspect

is largely related to the media access control (MAC) protocols employed [6]. In the GPRS proto-

col stack, the radio link control/medium access control (RLC/MAC) layers in the GPRS protocol

stack essentially are responsible for the way in which the GSM/GPRS radio resources (frequency-

time slot pairs) are shared by various mobile users [8],[9]. The uplink (mobile-to-base station

link) channel resources are shared based on a request-reservation mechanism. Performance of the

GPRS RLC/MAC layers under various radio channel and traffic load conditions influence the over-

all GPRS network performance. Several studies have investigated the performance of the GPRS

RLC/MAC layers, but mainly through simulations [19]-[26]. In this thesis, we propose to carry out

the modeling and analytical evaluation of the performance of the RLC/MAC protocols in GPRS,

considering the uplink request-reservation mechanism.

In the GPRS stack, a selective repeat (SR) ARQ mechanism is provided at the RLC layer

(above the MAC layer) to recover RLC block errors using a block check sequence (BCS) and block

level retransmission. Each RLC block occupies four time slots. The drawback with block level

retransmission is that even if error occurs in only one slot, the entire block of four slots needs to be

retransmitted, which degrades performance. We propose to analyze the performance of slot level

retransmission at the RLC layer and compare it with that of block level retransmission.
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The GPRS stack provides a logical link layer (LLC) layer above the RLC layer. The LLC

layer too provides another SR ARQ mechanism at the LL frame level (each LL frame consists

of several RLC blocks). A question in this regard is how many retransmission attempts (in the

event of a block/frame errors) can be allowed at the RLC layer and the LLC layer. We propose to

investigate the optimal choice of parameters (e.g., number of retransmission attempts) for the ARQ

schemes at the RLC and LLC layers.

Internet protocol (IP) layer is provided above the LLC layer. The GPRS users thus are

essentially provided with IP layer (and below), above which transport layer protocols and applica-

tions can be used. In this context, the interaction between the ARQs at the lower layers (RLC and

LLC) and higher layers (e.g., TCP) is of interest. We propose to study the performance of TCP on

the uplink in GPRS.

1.6 Literature Survey

The survey paper by Bettstetter et al, [18], provides a good introduction to GPRS architecture, pro-

tocols and system operation. Tutorial treatment of GPRS concepts and architecture are presented

in in [19],[7],[39].

In [19], the GPRS protocol performance is evaluated through simulations using WINLAB

GPRS simulator. This study assumes the railway traffic model (characterized by packet sizes that

conform to a truncated exponential distribution with a mean value of 170 bytes), which is one of

the different traffic load models defined in the ETSI evaluation guidelines. This study shows that

multislot operation and capture reduces the blocking rate and improves both throughput and delay

performance. In [7],[25], simulation results on the throughput and blocking rate performance of the

GPRS MAC protocol, for all the three ETSI traffic models, namely, railway model, FUNET model

and MOBITEX model, are compared. The FUNET traffic model is characterized by packet sizes

conforming to a truncated Cauchy distribution with a mean value of 800 bytes. The MOBITEX

traffic model is characterized by a uniform packet size distribution with a mean value of 30 bytes.

On RLC/MAC: In [28], the interaction between the ARQ schemes at the RLC/MAC and
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LLC is analyzed by modeling the channel by a two state Markov model. However, the analysis

does not take into account the request-reservation mechanism at the MAC layer. In [26], a hybrid

FEC/ARQ mechanism using Reed-Solomon code to reduce the number of control blocks is used

for the RLC acknowledgement mechanism. It is shown that packet transmission delay is reduced

by using this scheme. In [38], the feasibility of supporting integrated services, such as packet voice,

web browsing, and best-effort data using enhanced features to GPRS is discussed. Additional

capabilities like a) fast uplink access during an ongoing session, b) fast resource assignment for

both uplink and downlink, and c) the ability to differentiate services at the BSS, are proposed.

This paper also highlights the merits in going for slot level retransmission at the RLC, but does not

provide any performance results3.

On Internet/web performance: In [39], the performance of web browsing through GPRS

facilities is evaluated. In particular, it presents an insight to the capacity of GPRS and the number of

web users that can be supported with certain allocated resources. Simulations are used to evaluate

the performance. In [32], the delay performance of web browsing on GPRS is studied. Different

delay components associated with data transfer are identified. The average delay versus channel

utilization and packet generation rate performance is evaluated, assuming a Poisson packet arrival

process. It is shown that using multi-slot operation offers higher throughput and better delay than

circuit switched connections. In [29], the performance of Internet applications such as http and

ftp over GPRS is studied through simulations using OPNET. The results show that RLC/MAC

retransmissions play a crucial role in the throughput performance for Internet traffic.

On QoS: In GPRS, QoS profiles for a number of service classes (e.g., reliability class,

delay class) has been specified. In practice, QoS management can be provided by means of traffic

scheduling, traffic shaping, and connection admission control.

A performance study of resource sharing by circuit-switched GSM connections and packet-

switched GPRS sessions under a static and a dynamic channel allocation scheme is presented in

[20]. Three different QoS profiles modeled by a weighted fair queueing scheme are considered. It

is shown that the dynamic allocation of resources is preferred. In [21], several traffic scheduling

3We, in this thesis, provide a performance analysis of the slot level retransmission at RLC.
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methods, including FIFO4, static priority scheduling (SPS) and earliest deadline first (EDF), have

been evaluated through simulations. It is shown that EDF is able to meet the delay requirements at

a much higher channel utilization compared to FIFO and SPS. In [22],[23], the throughput, delay

and loss rate performance of different scheduling algorithms, including FCFS with and without

priority, fluid fair queueing (FFQ), and FCFS with windows, are evaluated through simulations for

different traffic types.

In [33],[34], an admission control policy is proposed for multiservice GSM/GPRS net-

works. The performance of three different strategies of introducing GPRS traffic to GSM net-

works have been evaluated and compared. It is shown that with the use of the ‘partial sharing’ or

‘complete sharing’ strategy, better utilization of the GSM system is achieved. In [40], the influ-

ence of Internet traffic volume and characteristics on performance measures like new and handover

blocking probabilities, system utilization and mean data rates of the services in multiservice GPRS

network is evaluated. It is shown that by using efficient call admission and giving higher priority to

voice service, a) the increase of the volume of Internet traffic will not influence the blocking proba-

bility for voice, b) the average bit rates achievable by the Internet connections will decrease, and c)

the utilization of the network will increase. In [31], the throughput and packet loss probability on

the downlink (base station-to-mobile link), considering QoS, are evaluated using a continuous-time

Markov chain model. This study assumes a dynamic channel allocation scheme. The employed

traffic model constitutes a Markov modulated Poisson process.

1.7 Contributions

The key contributions in this thesis are as follows.

• We provide a modeling and analytical evaluation of the performance of the RLC/MAC pro-

tocols in GPRS, considering the uplink request-reservation mechanism. In the analysis, we

use the theory of Markov chains to derive expressions for the uplink throughput and delay

4In our study in this thesis, we adopt the FIFO discipline of traffic scheduling.
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performance of the GPRS MAC protocol. Our analysis quantifies the throughput-delay per-

formance as a function of system traffic load, number of random access channels (to carry

resource requests from mobiles) and number of traffic channels (to carry data traffic) on the

uplink. The results can be of use in choosing the optimal mix of number of random access

channels and traffic channels for a given traffic load.

• We propose a slot level retransmission at the RLC layer to enhance performance. We provide

an analysis of the performance of slot level retransmission (SLR) at the RLC. We provide a

performance comparison of SLR versus block level retransmission (BLR) at the RLC. We

show that SLR improves the RLC layer performance compared to BLR, particularly when

the channel error rates are high. In addition, SLR enables resource allocation at the individual

time-slot level to achieve a finer resource allocation granularity and greater flexibility.

• We present a simulation study of the interaction between the ARQ schemes at the RLC and

the LLC layers. Our performance results show that it is more beneficial to do error recovery

by allowing more retransmission attempts at the RLC layer than at the LLC layer.

• We carry out a simulation study of the TCP performance on the uplink in GPRS. The dif-

ference of our TCP on GPRS study from others reported earlier in the literature is that we

evaluate the TCP performance with slot level retransmission and compare it with TCP per-

formance with block level retransmission. Also, we investigate the effect of various TCP

parameters like fast retransmit threshold, and maximum window size on the TCP throughput

performance.

1.8 Thesis Organization

The rest of this thesis is organized as follows. An overview of the GPRS system concept, archi-

tecture and protocol stack are presented in Chapter 2. In Chapter 3, we present the Markov chain

analysis of the throughput and delay performance of the GPRS MAC protocol. We also provide

the performance analysis of slot level retransmission at the RLC layer. Performance at the LLC

layer is also presented. Chapter 4 presents the performance of TCP over GPRS using slot level
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retransmission versus block level retransmission at the RLC layer. Chapter 5 provides the conclu-

sions and potential areas of further extensions to this research. A list of acronyms are provided in

Chapter 7.



Chapter 2

Overview of GPRS

General Packet Radio Service (GPRS) is a packet mode wireless data system that has been stan-

dardized to operate on GSM infrastructure, by introducing new packet support nodes and associ-

ated protocol stacks [10],[11],[12]. A portion of the radio resources (channel frequencies) in an

existing GSM system may be dedicated for packet data services using GPRS. Alternatively, GPRS

and GSM services may dynamically share the same radio resources. Thus, GSM voice services

and GPRS packet data services can co-exist in the same GSM system.

GPRS provides IP connectivity to the mobile users. The maximum data rate supported

is 170 Kbps, realized through statistical multiplexing of traffic from different mobile users over-

the-air. Point-to-point (e.g., e-mail, Internet access, remote access, road toll) as well as point-to-

multipoint (e.g., multicast, financial updates, fleet management, traffic information) applications

are envisaged. In this Chapter, we provide a brief overview of GPRS.

2.1 GPRS System Architecture

In order to integrate GPRS into the existing GSM architecture, a new class of network nodes,

called GPRS support nodes (GSN), has been introduced. GSNs are responsible for the delivery and

routing of data packets between the mobile stations and the external packet data networks (PDN).

There are two types of GPRS support nodes (GSNs), namely, Serving GPRS Support Node (SGSN)

16
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and Gateway GPRS Support Node (GGSN). The SGSN and GGSN enable the mobile data users

to connect to the Internet, as shown in Fig. 2.1. The SGSN and GGSN essentially play analogous

roles of the Serving MSC and Gateway MSC in a GSM system that connects voice users to the

PSTN.

Figure 2.1: GPRS system architecture. (Ref: [18])

2.1.1 GPRS Support Nodes

Serving GPRS Support Node (SGSN): A serving GPRS support node (SGSN) is responsible for

the delivery of data packets from and to the mobile stations within its service area. Its tasks include

packet routing and transfer, mobility management, logical link management, authentication, and

charging functions. The location register in the SGSN stores location information (e.g., current

cell, current VLR) and user profiles (e.g., IMSI, address(es) used in the packet data network) of all

GPRS users registered with this SGSN.

Gateway GPRS Support Node (GGSN): A gateway GPRS support node (GGSN) acts as an in-

terface between the GPRS backbone network and the external packet data networks. It is mainly

responsible for packet routing and transfer, and mobility management. It converts the GPRS pack-

ets coming from the SGSN into the appropriate packet data protocol (PDP) format (e.g., IP or

X.25) and sends them out on the corresponding packet data network. In the other direction, PDP
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addresses of incoming data packets are converted to the GSM address of the destination user. The

readdressed packets are sent to the responsible SGSN. This encapsulation of protocol data units

(PDUs) at originating GSN and decapsulation at the receiving GSN is called tunneling. In between

the GSNs, the Internet protocol (IP) is used to transfer the PDUs.

In general, there is a many-to-many relationship between the SGSNs and the GGSNs: a

GGSN is the interface to external packet data networks for several SGSNs; a SGSN may route its

packets over different GGSNs to reach different packet data networks.

The HLR stores the user profile, the current SGSN address, and the PDP address(es) for

each GPRS user in the PLMN. The Gr interface is used to exchange this information between

HLR and SGSN. For example, the SGSN informs the HLR about the current location of the MS.

When the MS registers with a new SGSN, the HLR will send the user profile to the new SGSN.

The signaling path between GGSN and HLR (Gc interface) may be used by the GGSN to query a

user’s location and profile in order to update its location register.

In addition, the MSC/VLR may be extended with functions and register entries that allow

efficient coordination between packet switched (GPRS) and circuit switched (conventional GSM)

services. Examples of this are combined GPRS and non-GPRS location updates and combined

attachment procedures. Moreover, paging requests of circuit switched GSM calls can be performed

via the SGSN. For this purpose, the Gs interface connects the data bases of SGSN and MSC/VLR.

2.1.2 A Routing Example

Fig. 2.2 illustrates an example of how packets are routed in GPRS. We assume that the packet

data network is an IP network. A GPRS mobile station located in PLMN1 sends IP packets to

a host connected to the IP network, e.g., to a web server connected to the Internet. The SGSN

that the mobile station is registered with encapsulates the IP packets coming from the mobile

station, examines the PDP context, and routes them through the intra-PLMN GPRS backbone to

the appropriate GGSN. The GGSN decapsulates the packets and sends them out on the IP network,

where IP routing mechanisms are used to transfer the packets to the access router of the destination

network. The latter delivers the IP packets to the host.
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Figure 2.2: GPRS routing example. (Ref: [18])

Assume that the home-PLMN of the mobile station is PLMN2, but the MS roaming in

PLMN1. In this case, an IP address has been assigned to the MS by the GGSN of PLMN2. Thus,

the MS’s IP address has the same network prefix as the IP address of the GGSN in PLMN2. The

correspondent host is now sending IP packets to the MS. The packets are sent out onto the IP net-

work and are routed to the GGSN of PLMN2 (the home-GGSN of the MS). The latter queries the

HLR and obtains the information that the MS is currently located in PLMN1. It encapsulates the

incoming IP packets and tunnels them through the inter-PLMN GPRS backbone to the appropriate

SGSN in PLMN1. The SGSN decapsulates the packets and delivers them to the MS.

2.2 Protocol Architecture

Figure 2.3 illustrates the protocol architecture of the GPRS transmission plane [12] providing

transmission of user data and its associated signaling.
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Figure 2.3: GPRS protocol stack

2.2.1 GPRS Backbone: SGSN–GGSN

As mentioned earlier, user data packets are encapsulated within the GPRS backbone network. The

GPRS Tunneling Protocol (GTP) tunnels the user data packets and related signaling information

between the GSNs. The protocol is defined both between GSNs within one PLMN (Gn interface)

and between GSNs of different PLMNs (Gp interface). In the transmission plane, GTP employs

a tunnel mechanism to transfer user data packets. In the signaling plane, GTP specifies a tunnel

control and management protocol. The signaling is used to create, modify, and delete tunnels.

GTP packets carry the user’s IP or X.25 packets. Below GTP, standard protocols like TCP

or UDP are employed to transport the GTP packets within the backbone network. X.25 expects

a reliable data link, thus TCP is used. UDP is used for access to IP-based packet data networks,

which do not expect reliability in the network layer or below. IP is employed in the network layer

to route packets through the backbone. Ethernet, ISDN, or ATM-based protocols may be used

below IP.

To summarize, in the GPRS backbone we have an IP/X.25-over-GTP-over-UDP/TCP-over-

IP transport architecture as shown in Fig. 2.3.
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2.2.2 Subnetwork Dependent Convergence Protocol

The Subnetwork Dependent Convergence Protocol (SNDCP) is used to transfer data packets be-

tween SGSN and MS. Its functionality includes:

• Multiplexing of several connections of the network layer onto one virtual logical connection

of the underlying LLC layer.

• Compression and decompression of user data and redundant header information.

2.2.3 Data Link Layer

The over-the-air communication between a MS and the GPRS network is defined by the physical

layer and the data link layer. The physical layer functions involve modulation, demodulation,

channel encoding/decoding, etc. The data link layer consists of two sublayers, namely, Logical

Link Control (LLC) layer and the Radio Link Control/Media Access Control (RLC/MAC) layer.

The LLC layer [14] operates between the MS and the SGSN, and provides a logical link

between them. The LLC layer supports two modes of operation, namely, Asynchronous Discon-

nected Mode (ADM) and Asynchronous Balanced Mode (ABM). In ADM, the LLC performs

‘unacknowledged’ operation and does not provide any error recovery procedure to guarantee in-

order delivery. Thus, ADM mode of LLC operation may be applicable for delay sensitive, error

tolerant applications (e.g., voice over IP). In ABM, the LLC performs ‘acknowledged’ operation

which includes functionalities like error recovery through ARQ, in-order delivery and flow control

(these functionalities are essentially based on the well known HDLC protocol). Also, LLC ensures

data confidentiality through ciphering functions.

The RLC/MAC layers are primarily responsible for the efficient sharing of common radio

resources by several mobiles. The RLC/MAC peers are at the mobile and the base station. The

main purpose of the RLC layer is to establish a reliable link between the MS and the BSS. Each

LLC frame is segmented into several RLC data blocks of fixed size. Each RLC data block occupies

four time slots. The RLC layer can operate either in acknowledged or unacknowledged mode. In
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acknowledged mode, RLC provides for the selective retransmission of erroneous RLC data blocks

(block level retransmission).

The MAC protocol operates on a slotted-ALOHA based reservation protocol [9]. The MAC

layer requests/reserves resources in terms of number of data slots. The MAC function provides

arbitration between multiple mobiles attempting to transmit simultaneously, and provides collision

detection and recovery procedures1.

2.2.4 Physical Layer

The physical layer between MS and BSS is divided into the two sublayers: the physical link layer

(PLL) and the physical RF Layer (RFL). The PLL provides a physical channel between the MS

and the BSS. Its tasks include channel coding (detection of transmission errors, forward error

correction, indication of uncorrectable codewords), interleaving, and detection of physical link

congestion. The RFL operates below the PLL. Among other things, it includes modulation and

demodulation.

GPRS uses the same physical layer as defined in GSM. GSM uses a combination of FDMA

and TDMA for multiple access. Two frequency bands 45 MHz apart are used for GSM operation:

890 - 915 MHz for transmission from the mobile station to the BS (i.e., uplink), and 935 - 960

MHz for transmission from the BS to the MS (i.e., downlink). Each of these bands of 25 MHz

width is divided into 124 single carrier channels of 200 kHz width.

Each of the 200 kHz wide frequency channels is partitioned into eight TDMA time slots

which constitute one TDMA frame. Each frequency-time slot pair constitute a physical channel.

Each time slot can carry 156.25 bits of information at a channel transmission rate of 270.833 Kbps.

Accordingly, each time slot occupies 576.9 µsec and each TDMA frame occupies 4.613 msec. The

modulation used is GMSK with a bandwidth-delay product of 0.3.

The resource allocation in GSM is done in such a way that each voice call is assigned

one time slot in a TDMA frame. Also, the slot assignment in GSM is symmetrical on both links

1Chapter 3 provides a more detailed description of the MAC protocol, its modeling and performance analysis.
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(i.e., one time slot on the the uplink and one time slot on the downlink are alloted per call). On

the other hand, in GPRS, each call can be assigned either one slot per TDMA frame (single slot

operation) or multiple slots per TDMA frame (multislot operation). Also, the resource allocation

in GPRS is done in units of RLC blocks each occupying four time slots. In addition, resources

can be alloted in an assymetrical fashion in GPRS. For example, in typical web based applications,

a short query from a mobile on the uplink could result in a large download from the BS side on

the downlink, which would require a higher data rate on the downlink. In such scenarios, GPRS

allows allocation of more slots on the downlink than on the uplink. Both fixed channel allocation

(FCA) and dynamic channel allocation (DCA) are allowed in GPRS.

In GSM, a physical channel (time slot) is permanently allocated to a user for the entire

duration of the call (whether data is transmitted or not). In contrast to this, in GPRS, the slots

are allocated only when data packets need to be sent, and the assigned slots are released after the

transmission. For bursty traffic, this results in a much more efficient usage of the scarce radio

resources.

2.3 Logical Channels

On top of the physical channels, a series of logical channels are defined to perform a multiplicity

of functions, e.g., signaling, broadcast of general system information, synchronization, channel

assignment, paging, or payload transport. As with conventional GSM, they can be divided into

two categories: traffic channels and signaling (control) channels. For a complete listing of the

logical channels in GPRS, refer [11]. Here, we define those logical channels which are relevant to

our study.

The Packet Data Traffic CHannel (PDTCH) is employed for the transfer of user data. These

PDTCH slots are the resources that the mobiles request for and get assigned from the BS for user

data transfer.
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The Packet Common Control CHannel (PCCCH) is a bidirectional point-to-multipoint sig-

naling channel that transports signaling information for network access management, e.g., for al-

location of radio resources and paging. It consists of four sub-channels:

• Packet Random Access Channel (PRACH) is used by the mobiles to send their resource

requests to the BS. PRACH is a slotted ALOHA channel on which mobile users can send

their resource request packets in an uncoordinated manner. Hence, collision among request

packets from multiple users can result, which is resolved through suitable collision resolution

mechanisms. The system operator may choose to define one or more PRACH depending on

the number of users and traffic load in the system.

• Packet Access Grant Channel (PAGCH) is used by the BS to convey the allocated channel

information to the mobiles.

• Packet Paging CHannel (PPCH) is used by the BS to convey an incoming call to a mobile.

• Packet Notification Channel (PNCH) is used by the BS to inform a mobile of incoming PTM

messages (multicast or group call).

In addition to common control channels, there are dedicated control channels, including Packet

Associated Control CHannel (PACCH). The PACCH is always allocated in associated with one or

more PDTCH that are assigned to one MS. PACCH transports signaling information specific to

one specific MS (e.g, ACKs).

The coordination between circuit switched GSM and packet switched GPRS logical chan-

nels is important. If the PCCCH is not available in a cell, a mobile station can use the common

control channel (CCCH) of GSM to initiate the packet transfer. For example, if PRACH is not

available, packet channel requests can be sent on RACH.

In the following subsections, we describe typical mobile originated packet transfer and

mobile terminated packet transfer in GPRS.
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2.4 Mobile Originated Packet Transfer

A mobile station originates a packet transfer by sending a Packet Channel Request to the network

on the PRACH. The network assigns the requested resources (if available), and informs the assign-

ment information to the MS on the PAGCH. This request/assignment procedure can be done either

in one-phase or in two-phases. In the one-phase access, the network responds to the Packet Chan-

nel Request with the Packet Immediate Assignment, reserving the requested resources on PDTCHs

(in units of number of radio blocks) for uplink transfer. In the two-phase assignment, on the other

hand, the network responds to the Packet Channel Request with the Packet Immediate Assignment,

which reserves the uplink resources ONLY for sending a Packet Resource Request. The MS then

sends the Packet Resource Request message on the PACCH indicating the complete details of the

requested resources for uplink transfer. Thereafter, the network responds with the Packet Resource

Assignment on the PACCH, reserving the requested resources for the uplink transfer. The mobile

then sends its data frames on the assigned PDTCH. Channel errors in the data frames are handled

through ARQ mechanisms at the RLC and LLC layers. While one-phase access is mandatory pro-

cedure, two-phase access is an optional procedure2. Figure 2.4 illustrates a two-phase resource

request/assignment procedure for uplink data transfer.

It is possible that the Packet Channel Requests from several mobiles can cause the BS to

queue up these requests before allocation of resources. A Packet Queuing Notification is sent to

the resource requesting mobiles. This notification includes information that the Packet Channel

Request message is correctly received and Packet Immediate Assignment may be transmitted later.

2.5 Mobile Terminated Packet Transfer

When a packet call arrives from the external PDN to a mobile station, the network initiates a

packet transfer by paging the mobile. It sends a Packet Paging Request on the Packet Paging

Channel(PPCH) on the downlink. The MS responds to the page by sending a Packet Channel

Request on the PRACH to the BS. The BS then sends a Packet Immediate Assignment message

2In our study in this thesis, we consider one-phase access.
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Figure 2.4: Mobile originated data transfer procedure

on the PAGCH, indicating that the BS is ready to allocate resources. The MS responds to this

message with a Packet Paging Response on the PACCH asking the identity of the alloted resources.

A Packet Resource Assignment message from the BS provides the assigned resources information

to the MS. The BS then starts transmitting date frames on the assigned PDTCHs. The MS listens to

these PDTCHs and sends the appropriate ACK/NACK messages to the BS. In the case of a NACK,

only those radio blocks listed as erroneous are retransmitted. Figure 2.5 illustrates the paging and

packet transfer procedures.
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Chapter 3

Performance Analysis of LLC/RLC/MAC

Layers

The over-the-air communications between the mobile station (MS) and the GPRS network is de-

fined by the physical layer and the data link layer functionalities. The physical layer functions

involve modulation, demodulation, channel encoding/decoding, etc. The data link layer consists

of two sublayers, namely, Logical Link Control (LLC) layer, and the Radio Link Control/Media

Access Control (RLC/MAC) layer. In this Chapter, we present the functionalities, the modeling

and performance analysis of the LLC, RLC, and MAC layers in the GPRS protocol stack. Refer

Fig. 2.3 for the GPRS protocol stack architecture.

3.1 LLC/RLC/MAC Layers

In this Section, we present functionalities of the LLC, RLC and MAC layers that are relevant to

our performance analysis.

LLC Layer: The LLC layer operates between the MS and the SGSN, and provides a

logical link between them. Packet data units (PDUs) from higher layers (IP layer) are segmented

into variable size LLC frames (see Figs. 3.1, 3.2). The functions of LLC layer include link level

flow control and ciphering. The LLC layer can operate either in an unacknowledged mode or

28
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in an acknowledged mode. In the unacknowledged mode of operation, the LLC layer does not

attempt recovery of erroneous frames. LLC frames, erroneously received or otherwise, are passed

on to the higher layers. In the acknowledged mode, the LLC layer provides an ARQ mechanism

to retransmit erroneous LLC frames. A Frame Check Sequence (FCS) is used provided in each

LLC frame to detect frame errors. A retransmission count variable N200 is defined [14]. The LLC

is reset and error recovery is passed on to higher layers (e.g., TCP) if frames errors could not be

recovered within N200 retransmission attempts.

SNDCP layer

LLC layer

LLC layerLLC Frame

RLC Block

Radio Burst

FH

114 114 114 114

BH Info Tail

PH User Data

Segment Segment

FCS

Network Layer

SNDCP layer

RLC/MAC layer

RLC/MAC layer

Physical layer

Packet (N−PDU)

Burst Burst Burst Burst

Convolutional encoding

Info

BCS

Segement Segement Segement

Figure 3.1: Network layer PDU segmentation into LLC frames, RLC blocks, and MAC bursts.

RLC Layer: The RLC layer is provided below the LLC layer and above the MAC layer.

The RLC specifications are given in [9]. The RLC peers are at the MS and the BS as shown in

Fig. 2.3. On the transmit side, the RLC layer segments each LLC frames into several RLC data

blocks (see Fig. 3.1). Each RLC data block occupies four time slots, irrespective of the type of

channel coding scheme used. Coding schemes CS-1, CS-2, CS-3, CS-4 are defined with rate 1/2,

rate 2/3, rate 3/4, and rate 1 (no coding), respectively [9]. In the case of coding scheme CS-1, each

RLC block consists of 181 information bits, 40 block check sequence (BCS) bits, and 7 tail/control

bits. With single slot operation, the capacity of coding scheme CS-1 is 9.05 Kbps (i.e., 181 bits

in four TDMA frames, where each TDMA frame occupies 4.615 ms). Similarly, the maximum

information rates possible using other coding schemes are as follows: CS-2: 13.4 Kbps, CS-3:

15.6 Kbps, CS-4: 21.4 Kbps. With multislot operation (allocation of upto 8 slots in a TDMA
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Figure 3.2: RLC/MAC block structure and coding

frame to an user), these maximum possible information rates are increased by eight fold.

Like LLC, RLC too can operate either in an acknowledged mode or in an unacknowledged

mode. In acknowledged mode, RLC provides a selective repeat ARQ mechanism to recover er-

roneous RLC data blocks. A block check sequence (BCS) is provided in each RLC data block to

enable error detection. A RLC retransmission counter N3104 is defined [9] which keeps track of

the number of times RLC blocks are retransmitted in case of error. The RLC layer is allowed to

attempt a maximum of N3104 MAX retransmissions to recover blocks in error. If an erroneous

block is not recovered within N3104 MAX retransmission attempts, then control is passed on to

LLC to recover errors at the frame level. In the unacknowledged mode, there is no retransmission

of erroneous RLC blocks. On the receive side, the RLC performs reassembly of LLC frames.

MAC Layer: The GPRS MAC protocol operates on a slotted-ALOHA based reservation

protocol. The MAC layer peers are at the MS and the BS. The MAC layer requests/reserves re-

sources in number of traffic data slots. The MAC function provides arbitration between multiple

mobiles attempting to transmit simultaneously, and provides collision detection and recovery pro-

cedures.

The Packet Random Access CHannel (PRACH) is used by all the mobiles, on a contention
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basis, for the purpose of sending resource request packets. Typically, TS0 slot in a GSM frame of

8 slots can be used as PRACH. All mobiles are allowed to transmit on PRACH slots, following

slotted-ALOHA protocol [6]. Depending on the system load, the number of PRACHs can be

increased. The Packet Data Traffic CHannels (PDTCH), on the other hand, are used for the transfer

of data packets. Resource requests are made by the mobiles in terms of number of uplink PDTCH

slots required. Based on these requests, PDTCH slots are dynamically assigned to the mobiles

by the base station. Allocation can be done on a one time slot per GSM TDMA frame basis

(called single slot operation) or multiple time slots per GSM TDMA frame basis (called multislot

operation).

When the MAC at the mobile side receives RLC data blocks to be transferred to the base

station, it sends a request packet on the immediately following PRACH slot. The request packet

indicates K, the number of PDTCH slots required. If the base station receives the request packet

without collision or channel errors, and if PDTCH slots are available to honor the request, the

base station informs the reservation information to the mobile on the downlink Packet Access

Grant CHannel (PAGCH) channel. The reservation information include the PDTCH frequency-

time slots that can be used by the mobile for data transfer. The mobile then sends data in those K

reserved slots. On the other hand, if the request packet is lost (due to collision or channel errors)

or if PDTCH slots are not available, then the mobile will not get the reservation. The mobile will

then reschedule its request packet retransmission attempt to a later time (typically, after a random

backoff time).

The MAC control parameters include MAX RETRANS, PERSISTENCE LEVEL as de-

fined in [9]. The MAC layer can send channel requests on the PRACH slots upto a maximum of

MAX RETRANS+1 retransmission attempts in the event of loss due to collision or channel errors.

The delay between retransmission attempts is defined by the PERSISTENCE LEVEL.

Thus, in summary, in terms of error recovery at different layers,

• MAC layer attempts to resolve collision of request packets,

• RLC layer attempts to recover RLC data block errors through a selective repeat ARQ mech-

anism, and
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• LLC attempts recovery of erroneous LLC frames through another ARQ mechanism.

Link errors unresolved at LLC layer are passed on to higher layers (e.g., transport layer) to resolve.

In the following sections, we provide the system model and the performance analysis of

the MAC, RLC, and LLC layer.

3.2 System Model

Consider a single cell GPRS system with M , M ≥ 2 uplink channels and N mobile users. Each

channel corresponds to a frequency-time slot pair in the mobile-to-base station direction. Out of

M channels, L, 1 ≤ L < M , channels are used as packet random access channels (PRACH), and

the remaining M − L channels are used as packet data traffic channels (PDTCH). Typically, slot

TS0 in all GSM TDMA frames on a given frequency can form a PRACH. Likewise, on a given

frequency, slot TS1 in all GSM TDMA frames can form PDTCH-1, slot TS2 can form PDTCH-2,

and so on.

We consider the single slot operation, where only one slot per GSM TDMA frame is as-

signed to a user on PDTCH. For example, TS1 slots in consecutive frames n, n+1,...,n+K being

assigned to a mobile for data transfer is a typical illustration of single slot operation.

Considering single slot operation, all M uplink channels can be modeled as synchronized

slotted channels as shown in Figure 3.3. One request packet is one slot in size. One network

layer packet data unit (PDU), including LLC/RLC headers and checksums, occupies several slots.

Between the successful transmission of a request packet on a PRACH slot and the corresponding

data transmission on the assigned PDTCH slots, some finite time gets elapsed because of the

propagation and processing delays involved. This delay is typically of the order of a few slots.

We are interested in analyzing the throughput and delay performance of the GPRS MAC

protocol modeled as above. In order to carry out the performance analysis, we assume the follow-

ing:

1. The network layer PDU arrival process (hence the new request packet generation process)
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Figure 3.3: GPRS-MAC protocol operation

is Bernoulli with arrival probability, λ, in each slot. A new network layer PDU is accepted

only after the completion of the transfer of the previously accepted PDU.

2. The length of the PDU (including LLC/RLC headers and checksums), measured in number

of slots, is geometric with parameter gd, 0 < gd < 1.

3. Loss of request packets on PRACH is only due to collision.

4. Retransmission attempts of request packets following a collision on PRACH (or non-availability

of PDTCH) is geometrically delayed with parameter gr, 0 < gr < 1. This parameter

gr essentially models the backoff delay (in the event of request packet loss due to colli-

sion/channel errors) which is characterized by the standards defined parameter PERSIS-

TENCE LEVEL.

5. Propagation and processing delays are assumed to be negligible. This assumption can be

valid in our considered system of single slot operation, where the response from the BS can

come within one TDMA frame time itself.
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3.3 MAC Layer Throughput-Delay Analysis

As per the GPRS MAC protocol and the system model described in the previous sections, the

mobile can be in any one of the following states, namely,

• Idle state,

• Backlogged state,

• Data-Tx Success state, and

• Data-Tx Failure state,

as shown in Figure 3.4.

In idle state, a mobile remains idle with probability (1-λ) and generates a PDU with prob-

ability λ. If n requests come in a slot, then at most one request is received correctly (capture) with

probability cap(n, 1). The remaining n − 1 mobiles go to backlogged state. If a mobile’s request

succeeds, but there are no available PDTCHs to serve the request, then also the mobile goes to the

backlogged state. On the other hand, if there are available PDTCHs to serve a request, then the

mobile goes to the data-tx success state or data-tx failure state, where it sends data on the assigned

PDTCH slots.

3.3.1 Per Channel Throughput

Let {Dft; t ∈ {1, 2, 3, ...}} represent the number of mobiles in data-tx failure state at the beginning

of slot t, {Dst; t ∈ {1, 2, 3, ...}} be the number of mobiles in the data-tx success state, and

{Bt; t ∈ {1, 2, 3, ...}} be the number of mobiles in backlogged state. The three dimensional

process {Zt = (Dft,Dst,Bt); t ∈ {1, 2, 3, ...}} is a Markov chain because of the assumptions

made above. The one-step state transition probability, P̃z1,z2 , that the system moves from state

Zt = z1 = (i1, j1,k1) at time t, to state Zt+1 = z2 = (i2, j2,k2), 0 ≤ i1 ≤ M − L, 0 ≤ j1 ≤

M −L− i1, 0 ≤ k1 ≤ N − i1− j1, 0 ≤ i2 ≤ M −L, 0 ≤ j2 ≤ M −L− i2, 0 ≤ k2 ≤ N − i2− j2,
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at time t+ 1 is given by 1

P̃z1,z2 =

N−i1−j1
∑

n=0

L
∑

cs=0

cs
∑

sj=0

j1
∑

sf=0

i1
∑

fs=0

(3.1)

·
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·

(
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·

(
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·
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1The derivation of this transition probability expression is given in Appendix A.1.
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where a = k2 − k1 + cs, n is the number of requests sent, cs is the number of successful

requests in the tth slot, bj = j2 − sj − fs + sf , bi = i2 − cs + sj − sf + fs, fs ≤ bi, sf ≤ bj , Ps is

the average probability of slot error, and

f(cs, n, x) = Prob(cs successes given that n requests are sent and x PRACHs are available).

Then,

f(cs, n, x) =
n

∑

l=0

1
∑

c=0

(

n

l

)(

1

x

)l (

1−
1

x

)n−l

(3.2)

· cap(l, c).f(cs − c, n− l, x− 1),

where cap(l, c) is the probability of capturing c out of l colliding request packets.

Eqn. (3.3) is terminated by fixing f(c, n, 1) = cap(n, c). As in [15], we set cap(0, 1) = 0,

cap(1, 1) = 1, cap(2, 1) = 0.67, cap(3, 1) = 0.48, cap(4, 1) = 0.40, cap(5, 1) = 0.35, cap(n, 1) =

0 for n > 5, and cap(n, 0) = 1− cap(n, 1).

The above analysis assumes a large number of PDTCHs, so that a successful request always

gets an assignment. If the number of PDTCHs is small compared to the number of users N , (i.e.,

M−L < N), then a successful request may not get an assignment as all the PDTCHs may be busy.

This event occurs if M−L−(L−1) ≤ (i1+j1) ≤ M−L and M−L−(L−1) ≤ (i2+j2) ≤ (i1+j1).

This implies that the total number of idle channels M − L − (i1 + j1) < L. In principle, y ≤ L

requests succeed in any time slot and the number of idle channels M − L − (i1 + j1) is less than

y then all y requests are backlogged. For those z1 and z2 satisfying the above condition, compute

the probability P̂z1,z2 and add it to the corresponding P̃z1,z2 term calculated using Eqn. (3.2).

Let x represents the number of idle channels which is given by M − L − (i1 + j1), and y

represents the number of sessions ended in that time slot which is given by (i1+ j1)− (i2+ j2) and

µ = k2 − k1 the new arrivals which are backlogged due to non availability of channels. Therefore,

the probability P̂z1,z2 for the transition z1 = (i1, j1, k1) to z2 = (i2, j2, k2) transition is given by,

P̂z1,z2 =

k1
∑

θ=0

L
∑

cs=y+x+1

i2
∑

sf=0

j2
∑

fs=0

(3.3)
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where bj = j2 − fs + sf , bi = i2 − sf + fs, fs ≤ bi, sf ≤ bj .

Thus,

Pz1,z2 = P̃z1,z2 + P̂z1,z2. (3.4)

The Markov chain {Zt; t ∈ {1, 2, 3, ...}} has a finite number of states and is positive

recurrent [30]. Hence, it has a stationary steady state distribution and is found by solving

Π = ΠP, (3.5)

where Π = [πijk], 0 ≤ i ≤ M − L, 0 ≤ j ≤ M − L − i, 0 ≤ k ≤ N − i − j, is the steady state

probability vector. The total system throughput, η, is defined as

η =
M−L
∑

i=0

M−L−i
∑

j=0

N−i−j
∑

k=0

jπijk. (3.6)
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The per channel throughput, ηc, is then given by 2

ηc = η/M. (3.7)

3.3.2 Mean Delay

Next, we derive the mean PDU transfer delay performance. The mean PDU transfer delay, D, is

defined as the the average number of slots elapsed from the slot where a PDU arrived to the slot

where the PDU transmission is complete. The number of users in the non-idle state (i.e., data-tx

failure, data-tx success, and backlogged) contribute to the mean delay. There are ν = (i + j + k)

non idle users in the system and averaging it over steady state distribution gives

E(ν) =

M−L
∑

i=0

M−L−i
∑

j=0

N−i−j
∑

k=0

(i+ j + k)πijk. (3.8)

There are N − i− j− k idle users each will generate requests with probability λ in each slot. The

average arrival rate to the system is given by

Λ = λ(N −E(ν)). (3.9)

¿From Little’s theorem, the average time an user spends in the system is given by the ratio between

the number of users in the system to the average arrival rate. Hence,

D = 1 +
E(ν)

Λ
. (3.10)

Note that the one in Equation (3.10) is added to ensure that there is one slot delay for the

mobiles to enter into the non-idle state.

2The limiting behavior of ηc for λ → 0 and λ → 1 are discussed in Appendix A.2.
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3.4 RLC Layer Performance

Note that the analysis in the previous section corresponds to the MAC protocol operation with

RLC in the unacknowledged mode (i.e., there is no ARQ at the RLC). In the acknowledged mode,

however, RLC retransmits erroneous blocks using a selective repeat ARQ mechanism. Each RLC

block consists of four slots. It is noted that slot level retransmission in RLC is proposed as an

alternative to block level retransmission [38].

In our RLC analysis here, we consider a slot level retransmission mechanism by which a

slot in error is repeatedly retransmitted until it succeeds. This implies that the number of retrans-

mission attempts at the RLC is infinity. We derive the throughput-delay performance of this slot

level retransmission scheme as follows.

Let the random variable T represent the number of slots per PDU and the random variable

Yi represent the number of transmission attempts of ith slot until success. Thus, the total number

of slots required for successfully transmitting T slots is given by,

X =

T
∑

i=1

Yi. (3.11)

The distribution of X is given by,3

Pr(X=x) = gd(1− Ps)[1− gd(1− Ps)]
x−1, x = 1, 2, 3... (3.12)

where Ps is the slot error rate.

Now, in order to obtain the throughput and mean delay for the RLC (acknowledged mode)

with slot level retransmission, we need to just change the parameter gd to gd(1− Ps) in Eqn. (3.2)

and Eqn. (3.4).

Note that the above analysis is for infinite slot retransmission attempts at the RLC. The

effect of finite number of RLC retransmission attempts is evaluated through simulations. Likewise,

the performance using block level retransmission at RLC is evaluated through simulations. In the

3The derivation of the distribution of X is given in Appendix A.3.
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following section, we provide the results and discussions of the RLC/MAC performance obtained

through the analysis and simulations.

3.4.1 RLC/MAC Performance Results and Discussion
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Figure 3.5: RLC/MAC average per channel throughput, ηc, versus new request arrival probability,

λ. N = 10, M = 10, L = 1, gr = 0.1, gd = 0.1.

In Figure 3.5, numerical results for the average per channel throughput of the GPRS RLC/MAC

protocol, obtained from Eqn. (3.7), for N=10, M=10, L=1, gr = 0.1, and gd = 0.1 are plotted as

a function of new request arrival probability, λ. It is noted that gr value of 0.1 implies that the

average backoff delay after collision is 10 slots. Likewise, gd value of 0.1 implies that the average

length of the PDU measured in number of slots is 10. According to the throughput computation in

Eqn. (3.7) the PRACH slots do not contribute to the effective throughput. In other words, for M

channels out of which L channels are PRACH, the maximum capacity is given by (M − L)/M .

The effect of slot errors with/without RLC slot level retransmission is also plotted for a slot error

rate of 10% (which corresponds to a poor channel condition). These results are compared with the

corresponding RLC block level retransmission performance obtained through simulation.
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Figure 3.6: Mean PDU transfer delay (in number of slots) versus new request arrival probability,

λ. N = 10, M = 10, L = 1, gr = 0.1, gd = 0.1.

Note that the normalized average per channel throughput in Figure 3.5 gives the average

number of successful slots and the average number of successful blocks for slot level and block

retransmissions, respectively. In order to convert this normalized throughput to an equivalent data

rate in Kbps, the number of information and control bits (including BCS and SCS bits) defined in

the various coding schemes CS-1, CS-2, CS-3, CS-4 needs to be taken into account. For example,

when CS-1 is used, a normalized per channel throughput of, say, 0.45 corresponds to an effective

data rate of 4.07 Kbps (i.e., 0.45 × 9.05 Kbps) for block level retransmission. For slot level re-

transmission, assuming 10 bits of slot check sequence (SCS) in each slot, the effective data rate

becomes 3.9 Kbps (i.e., 0.45× 8.7 Kbps). Note that the maximum information rate of 8.7 kbps in

the above is obtained as follows: Each slot carries 114 (rate 1/2) coded bits, so that 40 information

bits, 10 SCS bits and 7 control bits constitute one slot before coding. 40 information bits sent every

4.615 ms results in an effective information rate of 8.7 Kbps. It is noted that when the slot error

rate is zero (or very low values of Ps) block level retransmission performs marginally better than

slot level retransmission (i.e., maximum information rate of 9.05 Kbps versus 8.7 Kbps), which
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is due to the slightly increased overheads due to the tail/control bits in slot level retransmission.

However, as we will see subsequently, slot level retransmission performs much better than block

level retransmission when the channel error rates are high (high values of Ps). The effective data

rates for other coding schemes CS-2, CS-3, and CS-4 can be obtained likewise.

¿From Figure 3.5 we observe that the throughput results obtained from Eqn. (3.7) closely

match with the results obtained through simulation. This validates our analysis in Section 3.3.

Also, it is observed that for low values of new request arrival probability, λ, the system spends

most time in the idle state, resulting in very low throughputs. As λ increases, the fraction of time

the system spends in idle state decreases, and this results in increased throughput. When there are

no slot errors (i.e., Ps = 0%), all the slots carrying data traffic are successful, which represents the

best possible performance. For example, for λ = 0.01 the per channel throughput achieved is 0.09

(i.e., an effective data rate of 666 bps using coding scheme CS-1), and for λ values closer to unity

the per channel throughput increases to 0.54 (4 Kbps using CS-1).

It is noted that the ‘no retx’ plot in Figure 3.5 corresponds to MAC with RLC in the unac-

knowledged mode of operation. For high slot error rates (say, Ps = 10%), when there are no RLC

retransmissions, the fraction of successful slots decreases, and hence the throughput decreases. On

the other hand, for the same slot error rate (of 10%), slot level retransmission at the RLC improves

the throughput performance. This is because, the fraction of time the channel is left idle is reduced

due to the retransmission attempts, and as long as the slot error rate is reasonably good, this would

result in increased throughput. Another observation in Figure 3.5 is that the throughput achieved

with block level retransmission at the RLC is much lower than the slot level retransmission. This

is because, in block level retransmission, even if one slot in a block is in error, the entire block

(of 4 slots) will be retransmitted, and this considerably reduces the throughput. For example, for

high arrival rates (λ = 1) the per channel throughput achieved using block level retransmission is

0.46 (effective data rate of 4.16 Kbps using CS-1), whereas slot level retransmission achieves a per

channel throughput of 0.52 (effective data rate of 4.52 Kbps using CS-1). The effective data rates

for CS-2, CS-3, CS-4 for the above per channel throughput values are given in Table 3.1.

¿From Table 3.1, it is observed that gains in throughput are possible with slot level retrans-

mission compared to block level retransmission.
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Coding scheme FEC BLR (Kbps) SLR (Kbps)

CS-1 1/2 4.16 4.52

CS-2 2/3 6.16 6.97

CS-3 3/4 7.17 8.06

CS-4 1(No FEC) 9.84 11.02

Table 3.1: Effective data rates (in Kbps) for various coding schemes. λ = 1. (Ref: Fig. 3.5).

The mean PDU transfer delay performance of the GPRS RLC/MAC protocol is evaluated

using Eqn. (3.10) for the same set of parameters used in Figure 3.5. The mean PDU transfer delay

in number of slots is plotted in Figure 3.6 as a function of λ. In the case of ‘no retx’ (i.e., RLC

unacknowledged mode), it takes the same number of slots to carry the traffic as in the no error case.

Hence, the delay is the same for both no error case as well as error case with no retransmission.

The delay for slot level retransmission increases as it takes more slots to successfully deliver the

data slots. In block level transmission, since the entire block gets retransmitted even if one slot in

a block is in error, the delay performance is worse than slot level retransmission. For example, for

λ values near unity the mean delay is 19 slots for slot level retransmission and 23 slots for block

level retransmission.

The effect of the number of channels, M , on the throughput characteristics of the GPRS

RLC/MAC protocol is shown in the Figure 3.7, for N=10, L = 1, gr = 0.1, gd = 0.1, and for λ = 1.

The total number of channels, M , is varied in the range 2 to 10. ¿From Figure 3.7, we observe the

following. The per channel throughput increases as M increases, up to a certain a value of M , be-

yond which the throughput decreases. This is because, at low values of M , requests are backlogged

due to unavailability of PDTCHs, whereas at high values of M , PDTCHs are idle most of the time.

More interestingly, around the optimum value of M for the chosen set of parameters and traffic

load, slot level retransmission significantly outperforms block level retransmission. For example,

when M = 5, block level retransmission gives a per channel throughput of 0.47, whereas slot level

retransmission gives 0.64. These normalized per channel throughputs converted to effective data

rates (in Kbps) for different coding schemes are given in the Table 3.2. The mean PDU transfer

delay performance for the same set of parameters used in Figure 3.7 is illustrated in Figure 3.8.

¿From Figures 3.5 to 3.8 and Tables 3.1 and 3.2, we observe that significant improvement
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in throughput and delay performance is possible using slot level retransmission instead of block

level retransmission.

The effect of slot error rate on the per channel throughput and delay performance is shown

in Figures 3.9 and 3.10, for N=10, L = 1, gr = 0.1, gd = 0.1, and λ = 1. The plot shows the per-

formance of RLC in unacknowledged mode (‘no retx’) as well as the RLC in acknowledged mode

with slot level and block level retransmissions. As expected, the per channel throughput decreases

as slot error rate increases. As mentioned before, when the slot error rate is small (good channel

Coding scheme FEC BLR (Kbps) SLR (Kbps)

CS-1 1/2 4.25 5.57

CS-2 2/3 6.30 8.57

CS-3 3/4 7.33 9.92

CS-4 1(No FEC) 10.06 13.57

Table 3.2: Effective data rates for various coding schemes. M = 5, Ps = 10%. (Ref: Fig. 3.7).
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gr = 0.1, gd = 0.1.

condition), block level retransmission marginally performs better than slot level retransmission

due to more number of overhead bits in SLR. However, as the slot error rate increases, block level

retransmission performs poorer than even the unacknowledged mode. This is because even if one

slot goes into error all the four slots of a block are retransmitted. Also, slot level retransmission

is found to significantly outperform both unacknowledged mode and block level retransmission,

particularly when the slot error rate is high.

3.5 LLC Layer Performance

We evaluate the throughput of the LLC layer with the RLC and MAC layers below, through sim-

ulations. We consider the LLC acknowledged mode of operation. Of particular interest here is

the effect and the optimum choice of the maximum LLC retransmission count (Rllc) and the max-

imum RLC retransmission count (Rrlc). We use a similar system model as described in Section
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Figure 3.9: RLC/MAC average per channel throughput, ηc, versus slot error rate, Ps. N = 10,

M = 10, L = 1, λ = 1, gr = 0.1, gd = 0.1.

3.2, except that here we assume the message length measured in number of LLC frames is geomet-

rically distributed with parameter gf . We consider selective acknowledgement (SACK) of LLC

frames [14]. Also, we assume that each LLC frame consists of 5 RLC blocks (20 slots). If an

erroneous LLC frame is not recovered within Rllc retransmission attempts, the link layer is reset

and re-established. We assume that this reset and re-establishment delay is RESET DELAY in

number of slots.

The per channel throughput at the LLC layer as a function of maximum number of RLC

retransmission count Rrlc is plotted in Figure 3.11, for N = 10, M = 10, L = 1, λ = 0.1, gr = 0.1,

gf = 0.2, and RESET DELAY = 200 slots. Both block as well as slot level retransmissions at a

slot error rate of 10% is considered. The Rllc values considered are 1, 2, and 3. We define the

throughput at the LLC layer as the average number of successful LLC frames. We observe from

Figure 3.11 that, for a fixed Rllc, as Rrlc increases throughput increases. By increasing Rrlc we

try to recover erroneous blocks in the RLC layer itself rather than giving up the entire frame (that

contains the erroneous blocks) to the LLC. We also observe that as Rllc is increased, throughput
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Figure 3.10: Mean PDU transfer delay versus slot error rate, Ps. N = 10, M = 10, L = 1, λ = 1,

gr = 0.1, gd = 0.1.

increases. When Rllc is small, LLC resets occur frequently. A reset makes the channel to stay idle

for RESET DELAY slots. Hence, the per channel throughput at the LLC is less for small values

of Rllc. By increasing Rllc, we try to avoid too many resets. This gives a better performance in

throughput. We also note that slot level retransmission (SLR) performs better than block level

retransmission (BLR).

The delay performance at the LLC layer is computed as a function of Rrlc and plotted in

Figure 3.12, for M = 10, N = 10, L = 1, λ = 0.1, gr = 0.1, gf = 0.2, Ps = 10% and

RESET DELAY = 200 slots. ¿From Figure 3.12, we observe that, for a fixed Rllc, as Rrlc increases

delay decreases. Also, for a fixed Rrlc, increasing Rllc increases throughput and decreases delay

as seen in Figures 3.11 and 3.12. If Rrlc is too small to recover an erroneous block, then the entire

LLC frame that contains the erroneous block is retransmitted. When Rrlc and Rllc are both small,

then LLC resets will occur frequently, which will increase the PDU transfer delay. Thus, for small

Rrlc, the delay performance improves by increasing Rllc. When Rrlc is large enough (e.g., > 10),

the delay performance for Rllc = 2 or 3 is approximately the same. This is because almost all the
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Figure 3.11: LLC average per channel throughput versus maximum number of RLC retransmis-
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erronoeus RLC blocks are recovered in the RLC layer itself and there may not be much need for

LLC retransmission.

The effect of slot error rate on the per channel throughput and delay performance at the

LLC is shown in Figures 3.13 and 3.14, for M=10, N=10, L = 1, λ=0.1, gr = 0.1, gf = 0.2, and for

various combinations of Rllc and Rrlc. We consider the block level retransmission here. In Figures

3.13 and 3.14, (Rllc → ∞, Rrlc = 1) corresponds to the case where the stack has no RLC and has

a persist-until-success LLC, and Rrlc → ∞ corresponds to persist-until-success RLC and no LLC.

Note that the absence of RLC (Rrlc = 1) gives the worst case performance even if Rllc is taken

to ∞. Also, complete recovery at the RLC itself (Rrlc → ∞) gives the best performance. This

indicates a larger value of Rrlc than Rllc is beneficial in terms of performance.

A comparison of slot level retransmission and block level retransmission for LLC through-

put and delay performance is shown in Figures 3.15 and 3.16 for N = 10, M = 10, L = 1,

λ = 0.1, gr = 0.1, gf = 0.2, and RESET DELAY = 200 slots. Figure 3.15 shows the throughput

performance for Rllc → ∞ and for Rrlc taking values one and ∞ for both BLR and SLR. Note that
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Rrlc. N = 10, M = 10, L = 1, λ = 0.1, Ps = 10%, gr = 0.1, gf = 0.2.

Rrlc = 1 and Rllc → ∞ corresponds to no error recovery at RLC at complete recovery at LLC. Also

Rrlc → ∞ corresponds to complete recovery at RLC (and no recovery at LLC). ¿From Figures

3.15 and 3.16 we can infer that slot level retransmission performs significantly better than block

level retransmission in terms of both throughput and delay.

We can compute the effective data rate at LLC in Kbps from the normalized LLC through-

put, using the relation

ηc,llc(Kbps) = ηc,llc ·
ninf∗FL−OH

FL∗BL∗4.615
Kbps,

where

ηc,llc represents the normalized per channel throughput at the LLC layer,

ηc,llc(Kbps) represents the effective data rate in Kbps at the LLC layer,

ninf represents the number of information bits in each RLC block including the LLC header

and checksum,
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Figure 3.13: LLC average per channel throughput versus slot error rate, Ps. N = 10, M = 10,

L = 1, λ = 0.1, gr = 0.1, gf = 0.2. BLR at RLC.

FL represents the LLC frame length in terms of number of RLC blocks,

BL represents the RLC block length in terms of number of GSM slots, and

OH represents the number of overhead bits per LLC frame.

Note that the 4.615 in the denominator of the above expression accounts for the one slot

duration which is equivalent to one TDMA frame length of 4.615 ms. For the coding scheme CS-1,

ninf = 181 bits for block level retransmission and ninf = 40 bits for slot level retransmission. In

our simulations, we set FL = 5 and BL = 4 for block level retransmission and FL = 20 and BL

= 1 for slot level retransmission. The overhead bits, OH = 56 corresponds to LLC header and

checksum bits.

Note that Rrlc → ∞ in Figures 3.13, 3.15 corresponds to full recovery in the RLC layer.

This means that the normalized per channel throughput is the same at both RLC and LLC layers,

but the effective data rates in Kbps are different. For slot level retransmission (see Fig. 3.15),

the normalized per channel throughput at Ps = 10% is 0.77, which corresponds to an effective
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λ = 0.1, gr = 0.1, gf = 0.2. BLR at RLC.

data rate of 6.19 Kbps at the LLC layer. The corresponding effective data rate at the RLC layer

is given by 6.68 Kbps. This reduced effective data rate at the LLC compared to RLC is due to

the LLC overheads due to checksum and header. For block level retransmission (see Fig. 3.13),

the normalized per channel throughput for the same system parameters is 0.38. This corresponds

to an effective data rate of 3.42 Kbps at the LLC layer and 3.44 kbps at the RLC layer. When

Rrlc = 1 and Rllc → ∞, and for the same system parameters with block level retransmission, the

normalized per channel throughput at the LLC layer is 0.1085. This corresponds to an effective

data rate of 0.99 Kbps at the LLC layer.

We summarize the points to be noted for better channel utilization.

• Slot level retransmission is preferable than block level retransmission.

• Large values of Rrlc (e.g., Rrlc > 10) can be used.

• For a particular Rrlc, increasing Rllc can result in some marginal improvement in perfor-

mance. For example, taking a Rrlc value larger than 10, Rllc value of 2 or 3 is adequate to
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achieve a good performance.
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Chapter 4

TCP Performance in GPRS

Transmission Control Protocol (TCP) is a well known transport layer protocol in the Internet. TCP

is a reliable, connection-oriented protocol which is widely used in popular applications like http,

ftp, telnet, etc. Several studies have analyzed the performance of TCP on wireless, but without

considering ARQ in the link layer [42],[43],[44],[45]. In this Chapter, we estimate throughput

performance of TCP on the uplink in GPRS with the associated LLC/RLC/MAC layers.

Being a connection oriented protocol, TCP has a call setup phase, data transfer phase, and

a call clear phase. The bulk throughput performance of TCP is determined primarily by the data

transfer phase. We, in this study, are interested in evaluating the TCP throughput in the data transfer

phase. In Section 4.1, we present a brief description of the basic data transfer phase of TCP. In

Section 4.2, we present the simulation model considered. We consider both the RLC block level

retransmission (as defined in current GPRS standards) and the RLC slot level retransmission we

propose. In Section 4.3, we present the results and discussions on the TCP performance on GPRS.

4.1 The TCP Protocol

Several studies have modeled the data transfer part of TCP [44], [45]. The following description

follows from [44].
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TCP receiver: The TCP receiver has a finite resequencing buffer. It advertises a maximum

window size, Wmax equal to the buffer size at connection setup time, and the transmitter ensures

that the amount of unacknowledged data is never more than this value. The receiver accepts packets

out of sequence number, buffers them in the TCP buffer, and delivers them to its TCP user in

sequence. The receiver returns an acknowledgement (ack) for every good packet that it receives.

An ack packet that acknowledges the first receipt of an error-free, in-sequence packet will be called

a first ack. The acks are cumulative, i.e., an ack carrying the sequence number n acknowledges

all data up to, and including, the sequence number n − 1. If there is data in the resequencing

buffer, the acks from the receiver will carry the next expected packet number, which is the first

among the packets required to complete the sequence of packets in the sequencing buffer. Thus,

if a packet is lost (after a long sequence of good packets), then the transmitter keeps getting acks

with the sequence number of the first packet lost, if some packets transmitted after the lost packet

do succeed in reaching the receiver. These are called duplicate acks.

TCP transmitter: At all times t the TCP transmitter maintains the following variables for

each connection:

A(t) = the lower window edge; all data numbered upto and includingA(t)−1 has been transmitted

and acked. A(t) is nondecreasing; the receipt of an ack with sequence number n > A(t)

causes A(t) to jump to n.

W (t) = the congestion window. The transmitter can send packets with the sequence numbers

n,A(t) ≤ n < A(t) + W (t). W (t) ≤ Wmax; W (t) increases or decreases as described

below.

Wth(t) = the slow-start threshold; Wth(t) controls the increments in W (t) as described below.

Retransmission time-out: The transmitter measures the round-trip times of some of the

packets that it has transmitted and received acknowledgements for. These measurements are used

to obtain a running estimate of the packet round-trip time (rtt) on the connection. Each time a new

packet is transmitted, the transmitter starts a timer and resets the already running timer, if any;

i.e., there is a timeout only for the last transmitted packet. The timer is set for a retransmission
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time-out (rto) value that is derived from the rtt estimation procedure. The TCP transmitter process

measures time and sets timeouts only in multiples of a timer granularity; for example, BSD based

systems have a timer granularity of 500ms. Further, there is a minimum timeout duration in most

implementations; e.g., 2 timer ticks in BSD, implying an average minimum timeout of 750ms.

Window adaptation and time-out based recovery: The basic algorithm is common to

all TCP versions, and was originally developed by Van Jacobson. The normal evolution of the

processes A(t),W (t), and Wth(t) is triggered by first acks (see definition above) and timeouts as

follows.

1. Slow start: If W (t) < Wth(t), each first ack causes W (t) to be incremented by 1.

2. Congestion Avoidance: If W (t) ≥ Wth(t), each first ack causes W (t) to be incremented by

1
W (t)

.

3. Timeout at epoch t causes W (t+) to be set to 1, Wth(t
+) to be set to ⌈W (t)

2
⌉, and retransmis-

sions to begin from A(t).

Packet loss recovery: A(t) and W (t) will be incremented as and when first acks come.

The evolution then stops once a packet goes into error. For a particular loss instance, let the values

at the instant a packet is lost be denoted by A and M , respectively; We will call M a loss window.

Then the transmitter will continue to send packets upto the sequence number A+M−1. If some of

the packets sent after the lost packet get through, they will result in duplicate acks, all carrying the

same sequence number A. The last packet transmitted (i.e., A+M −1) will have an rto associated

with it.

Fast Retransmit: There is a transmitter parameter K, a small positive integer. Typically

K = 3. If the transmitter receives the Kth duplicate ack at time t (before the timer expires), then

the transmitter behaves as if a timeout has occurred and begins retransmission, with W (t+) and

Wth(t
+) as given by the basic algorithm.
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4.2 Simulation Model

Internet traffic forms a new class of traffic that is difficult to be described using classical traffic

models. The reason for this is a significant probability for very long sessions, very long interarrival

times between sessions and packets or very large size. This leads to heavy tailed (long tailed) com-

plementary cumulative distribution functions (CCDF) for these typical measures [46]. Much work

is done to find a suitable description of Internet traffic. A common approach is to approximate the

empirical heavy tailed CCDFs with Pareto, Weibull, hyperexponential or power law distributions.

Such a theoretical distribution allows easy implementation of a generator which produces values

of the described measure with a similar characteristic. In our simulation to evaluate the perfor-

mance of TCP over GPRS, we consider each TCP source to generate a traffic pattern where the

inter-arrival time between packets follows a Pareto distribution.

The classical Pareto distribution with shape parameter β and location parameter a has the

CDF

F (x) = P{X ≤ x} = 1− (a/x)β , a, β ≥ 0, x ≥ a, (4.1)

with the corresponding probability density function:

f(x) = βaβx−β−1. (4.2)

An ON-OFF traffic model, such as the web and e-mail traffic, is considered. The OFF

period distribution is modeled to be a Pareto distribution, for the reasons given above. We assume

one TCP packet to consist of five LLC frames, and each LLC frame contains 536 bytes. So the

TCP packet size is 536x5 bytes. An LLC frame is segmented into 25 RLC blocks, each of size 4

GSM slots (see Figure 3.1 for PDU segmentation). An erroneous RLC block can be retransmitted

upto Rrlc times by a selective ARQ mechanism in the RLC layer (see Chapter 3 for detailed de-

scription). If the RLC layer can not recover the erroneous blocks, they are passed on to the LLC

layer. The LLC layer has a selective ARQ mechanism that tries to recover erroneous LLC frames

by retransmission upto Rllc times. TCP takes care of the unrecovered erroneous frames. We con-

sider 20 TCP sessions each sending TCP packets to some hosts in an external Packet Data Network
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(PDN). The simulation programs of all the protocol layers, including TCP layer are written in C.

The simulation is carried out for one million slots.

4.3 Results and Discussion
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Figure 4.1: Evolution of TCP window size, W [i], versus slot index, i. M = 2, N = 20, L = 1,

Rllc = 3, K = 3, Ps = 7%, Wmax = 24, rto = 5000.

Figure 4.1 shows the evolution of window size, W [t], as a function of time for a slot error

rate (Ps) of 7%, N = 20, L = 1, K = 3, Rllc = 3, Wmax of 24 TCP packets, and a round trip

timeout value of 5000 slots. The window evolution of four different cases are plotted: a) BLR

with Rrlc = 4, b) BLR with Rrlc = 10, c) SLR with Rrlc = 4, and d) SLR with Rrlc = 10. In

Figure 4.1, a comparison between Rrlc = 4 versus Rrlc = 10 for both BLR and SLR indicates

that the window size is more open for Rrlc = 10 than Rrlc = 4. This is because for Rrlc = 4 the

recovery of erroneous blocks can be incomplete and this can result in more TCP timeouts and fast

retransmits, which shrinks the window size to 1. Since larger instantaneous window sizes are good

for achieving high throughput, the choice of parameter value Rrlc = 10 is preferred over Rrlc = 4.
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Also a comparison between BLR and SLR for Rrlc = 10 reveals that SLR results in a significantly

better performance at the TCP layer. The window evolution behaviour in Figure 4.1 results in a

TCP throughput performance shown in Figure 4.2.
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Figure 4.2: TCP throughput performance as a function of Ps and Rrlc. M = 2, N = 20, L = 1,

Rllc = 3, K = 3, Wmax = 24, rto = 5000.

Figure 4.2 shows the throughput performance of TCP as a function of slot error probability,

Ps, for different values of Rrlc. The following system parameters are taken: M = 8 PDTCHs,

N = 20 users, L = 1 PRACH, Rllc = 3, fast retransmit parameter (K) = 3, maximum advertised

window size (Wmax) = 24 TCP packets, and a round trip timeout value of 5000 slots. We observe

that as Rrlc is increased, throughput increases, as expected. When Rrlc is large, more erroneous

blocks are retransmitted and recovered in the RLC layer itself rather than leaving them to LLC or

TCP to recover by retransmitting the LLC frame or entire TCP packet. We also observe that the

RLC slot level retransmission offers a better throughput than the block level retransmission.

We can compute the effective TCP data rate in Kbps from the TCP normalized throughput,

using the relation

ηc,TCP (Kbps) = ηc,TCP ·
ninf∗PL∗FL−OH

PL∗FL∗BL∗4.615
Kbps,
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where

ηc,TCP (Kbps) represents the effective data rate at the TCP layer in Kbps,

ηc,TCP represents the normalized per channel throughput at the TCP layer,

ninf represents the number of information bits in each RLC block including the IP/LLC

headers and checksum,

PL represents the TCP packet length in terms of number of LLC frames.

FL represents the LLC frame length in terms of number of RLC blocks,

BL represents the RLC block length in terms of number of GSM slots, and

OH represents the total number of overhead bits per TCP packet (IP header, LLC header/checksum).

Note that 4.615 in the denominator of the above expression accounts for the one slot dura-

tion which is equivalent to one TDMA frame length of 4.615 ms. For coding scheme CS-1, ninf =

181 for block level retransmission and ninf = 40 slot level retransmission. In our simulations, we

set PL = 5, FL = 25, and BL = 4 for block level retransmission and PL = 5, FL = 100, and BL =

1 for slot level retransmission. The number of OH bits per TCP packet is 376 (320 IP header bits

+ 56 LLC overhead bits).

In Figure 4.2, for Ps = 20% the normalized per channel throughput at the TCP layer is

0.1021 for block level retransmission which corresponds to an effective date rate of 0.93 Kbps at

the TCP layer. For the same system parameters, for slot level retransmission, the normalized per

channel throughput at the TCP layer is 0.7087 which corresponds to an effective date rate of 6.02

kbps at the TCP layer. Thus, there is a substantial improvement in the effective data rate as we go

from block level to slot level retransmission at the RLC.

Figure 4.3 shows the throughput performance for different values of M , for Rrlc = 10,

N = 20, L = 1, K = 3, Wmax = 24, Rllc = 3, and a round trip timeout value of 5000 slots. We

find that as M is increased throughput increases. If the number of PDTCHs, M is less, a successful

request may not get an available PDTCH and will be backlogged. As M is increased the successful
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Figure 4.3: TCP throughput performance as a function of Ps and M . N = 20, L = 1, Rrlc = 10,

Rllc = 3, K = 3, Wmax = 24, rto = 5000.

requests will see an available PDTCH with high probability and hence the throughput increases as

M increases. For a given arrival rate, if M is increased beyond a certain value then the throughput

decreases. This is because, the channels remain idle most of the time. This behaviour is illustrated

in Figure 4.4.

Figure 4.5 gives the throughput as a function of fast retransmit parameter, K, for M = 8

PDTCHs, N = 20 users, L = 1 PRACHs, maximum advertised window size (Wmax) of 24 packets,

and a round trip timeout value of 5000 slots. We observe a small performance improvement as K is

decreased from 3 to 1. This is because, if the error rate is high or errors are bursty, then the receiver

may not get K = 3 duplicate acks before TCP timeout. The receiver in that case times out and

initiates the error recovery mechanism. Since the channel remains idle from the point where the

packet in the upper edge of the TCP transmitter window is sent to the point where timeout occurs,

the throughput is less. By reducing K we try to initiate error recovery sooner. The reduction of fast

retransmit threshold is expected to improve significantly performance when the errors are bursty

[45].
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Figures 4.5, 4.6 show that as Rrlc is increased the TCP performance becomes independent

of the value of K (i.e., almost same performance for K = 1,2,3). This is because, as Rrlc increases,

the erroneous blocks are recovered in the RLC layer itself. Hence, the effective packet error rate

as seen by the TCP receiver decreases, and the chances of a fast retransmiti, whether K = 3 or 1,

is high.
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Figure 4.5: TCP throughput performance as a function of Ps and K. M = 8, N = 20, L = 1,

Rrlc = 4, Rllc = 3, Wmax = 24, rto = 5000.
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Conclusion

5.1 Summary

In this thesis, we analyzed the performance of various layers (TCP/IP/LLC/RLC/MAC) of the

GPRS protocol stack. Using theory of Markov chains, we derived the throughput and delay per-

formance of the GPRS MAC protocol, considering the uplink request-reservation mechanism. We

proposed a slot level retransmission scheme in the RLC layer and compared its performance with

that of block level retransmission as defined in the current GPRS standards. We showed that slot

level retransmission can give substantial performance gains compared to block level retransmis-

sion, particularly when the channel error rate is high. We studied the impact of LLC ARQ on the

throughput-delay performance. Specifically, we addressed the question of the choice of number

of retransmission attempts at the RLC and at the LLC layers. We also studied the performance of

TCP on the uplink in GPRS with both BLR and SLR at the RLC layer.

The following observations were made in the study:

• Slot level retransmission performs better than block level retransmission both in terms of

throughput and delay.

• For a better utilization of the channel, maximum number of retransmissions at RLC (Rrlc)

can be as large as possible.
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• For a large enough Rrlc (> 10), maximum number of retransmissions at LLC, Rllc, of 2 or 3

is adequate to achieve a good performance.

• Substantial increase in TCP throughput is possible by increasing the maximum allowable

number of retransmissions (Rrlc) at the RLC layer. Given a large value of Rrlc, the fast

retransmit parameter, K, does not have much impact on TCP throughput performance.

5.2 Scope of Future Work

There are further extensions possible to this work.

• We analyzed the GPRS protocol stack performance for the single slot operation. Extension

of the analysis for the multislot operation can be done.

• We considered an i.i.d channel model, in this study. The evaluation of performance in a

correlated fading channel will be useful.

• We analyzed the performance for fixed resource allocation. This work can be extended to

include dynamic allocation and extended dynamic allocation.
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Appendix A

A.1 Derivation of P̃z1,z2

Here, we present the derivation of the transition probability expression (3.1) for P̃z1,z2 . The notation

followed here is the same as in Sec. 3.3.1. Refer Fig. A.1 which illustrates the state transitions

from slot t to slot t+ 1.

At the beginning of slot t, the system is in state z1 = (i1, j1,k1), i.e., there are i1 mobiles

in Data Tx failure state, j1 mobiles in Data Tx success state, k1 mobiles in Backlogged state, and

(N − i1 − j1 − k1) mobiles in Idle state.

During the slot t, bi mobiles (0 ≤ bi ≤ i1) out of i1 mobiles in Data Tx failure state have

data to transmit and the remaining (i1 − bi) mobiles go to Idle state. Out of those bi mobiles, fs

mobiles, 0 ≤ fs ≤ bi, go to Data Tx success state, and the remaining (bi − fs) mobiles stay in the

Data Tx failure state.

Also, bj mobiles (0 ≤ bj ≤ j1) out of j1 mobiles in Data Tx success state will continue to

transmit and the remaining (j1 − bj) mobiles go to Idle state. Out of those bj mobiles, sf mobiles,

0 ≤ sf ≤ bj , go to Data Tx failure state, and the remaining (bj − sf ) mobiles stay in the Data Tx

success state.

Out of k1 mobiles in Backlogged state, (n − a) mobiles attempt a packet request and the

remaining (k1 − (n− a)) mobiles stay in the Backlogged state. Also, ’a’ Idle mobiles send a

resource request packets giving a total of n requests out of which cs, 0 ≤ cs ≤ n succeeds . The
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remaining (n − cs) mobiles go to Backlogged state. Out of cs succeeding mobiles, sj mobiles go

to Data Tx success state and the remaining (cs − sj) go to Data Tx failure state.

So, at the end of slot t (or at the beginning of slot t + 1), the total number of mobiles in

Data Tx failure state is (bi − fs + sf + cs− sj), in Data Tx success state is (fs+ bj − sf + sj), and

in Backlogged state is (k1 + a− cs). All the above transitions follow Binomial distribution and are

given by

Pr{bi out of i1 is still active} =
(

i1
bi

)

gd
i1−bi(1− gd)

bi ,

Pr{fs out of bi go to success} =
(

bi
fs

)

(1− Ps)
fsP bi−fs

s ,

Pr{bj out of j1 is still active} =
(

j1
bj

)

gd
j1−bj (1− gd)

bj ,

Pr{sf out of bj go to failure} =
(

bj
sf

)

Ps
sf (1− Ps)

bj−sf ,

where Ps is the probability of slot error. Therefore, the transition probability P̃z1,z2 is given

by

P̃z1,z2 = Pr (z1 = (i1, j1,k1)|z2 = (i2, j2,k2)) (A.1)

=

N−i1−j1
∑

n=0

L
∑

cs=0

cs
∑

sj=0

j1
∑

sf=0

i1
∑

fs=0

Pr
{

n, cs, sj, sf , fs, z1 = (i1, j1,k1)|z2 = (i2, j2,k2)
}

=

N−i1−j1
∑

n=0

L
∑

cs=0

cs
∑

sj=0

j1
∑

sf=0

i1
∑

fs=0

Pr
{

′a′ new arrivals,

(n− a) arrivals from backlogged mobiles,

bi out of i1 is still active, fs out of bi go to success,

bj out of j1 is still active, sf out of bj go to failure,

sj out of cs go to success, cs out of n requests go to success
}

=

N−i1−j1
∑

n=0

L
∑

cs=0

cs
∑

sj=0

j1
∑

sf=0

i1
∑

fs=0

Pr { ′a′ new arrivals}

· Pr {(n− a) arrivals from backlogged mobiles}

· Pr {bi out of i1 is still active} · Pr {fs out of bi go to success}

· Pr {bj out of j1 is still active} · Pr {sf out of bj go to failure}

· Pr {sj out of cs go to success} · Pr {cs out of n requests go to success}
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=

N−i1−j1
∑

n=0

L
∑

cs=0

cs
∑

sj=0

j1
∑

sf=0

i1
∑

fs=0

(

N − i1 − j1 − k1
a

)

λa(1− λ)N−i1−j1−k1−a

·

(

k1
n− a

)

gr
n−a(1− gr)

k1−n+a

·

(

i1
bi

)

gd
i1−bi(1− gd)

bi ·

(

bi
fs

)

(1− Ps)
fsP bi−fs

s

·

(

j1
bj

)

gd
j1−bj (1− gd)

bj ·

(

bj
sf

)

Ps
sf (1− Ps)

bj−sf

·

(

cs
sj

)

(1− Ps)
sjP cs−sj

s .f(cs, n, L).

A.2 Limiting Behaviour of ηc as λ → 0 and λ → 1

If λ → 0, then the average time duration between arrivals is given by 1/λ and during this time

interval, the average number of successful slots are given by 1/gd. Thus, the average throughput is

given by

ηc = (1− Ps) ·
1/gd
1/λ

·
M − L

M

For λ = 0.01 and Ps = 0, this corresponds to 0.09 which is close to the value shown in Fig. (3.5).

For the case of λ → 0, the mean RLC PDU transfer delay is given by (1/gd) + 1. For gd = 0.1, the

mean delay is 11 slots, as observed in Fig. (3.6).

When λ → 1, then all Idle mobiles will transmit a resource request packets with probability

tending to 1. This means that in the above Eqn. (A.1), the transition probability P̃z1,z2 will be zero

if a 6= N − i1 − j1 − k1. Therefore, a = N − i1 − j1 − k1. Also, a = k2 − k1 + cs, since we know

that k2 = k1 + a− cs which gives a = k2 − k1 + cs. This, in turn, implies cs = N − i1 − j1 − k2.

If cs ≥ 0, P̃z1,z2 is given by

P̃z1,z2 =

N−i1−j1
∑

n=0

cs
∑

sj=0

j1
∑

sf=0

i1
∑

fs=0

(A.2)

(

k1
n− (N − i1 − j1 − k1)

)

gr
n−(N−i1−j1−k1)(1− gr)

k1−(n−(N−i1−j1−k1))
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·

(

j1
bj

)

gd
j1−bj (1− gd)

bj ·

(

bj
sf

)

Ps
sf (1− Ps)

bj−sf

·

(

i1
bi

)

gd
i1−bi(1− gd)

bi ·

(

bi
fs

)

(1− Ps)
fsP bi−fs

s

·

(

cs
sj

)

(1− Ps)
sjP cs−sj

s .f(cs, n, L).

We know that the new arrivals during the slot t are given by µ = k2 − k1
1. But, for λ → 1,

µ = N − i1 − j1 − k1. This, in turn, implies k2 = N − i1 − j1. Therefore, if k2 = N − i1 − j1,

then P̂z1,z2 is given by

P̂z1,z2 =

k1
∑

θ=0

L
∑

cs=x+y+1

i2
∑

sf=0

j2
∑

fs=0

(A.3)

(

k1
θ

)

gr
θ(1− gr)

k1−θ

·

(

j1
bj

)

gd
j1−bj(1− gd)

bj ·

(

bj
sf

)

Ps
sf (1− Ps)

bj−sf

·

(

i1
bi

)

gd
i1−bi(1− gd)

bi ·

(

bi
fs

)

(1− Ps)
fsP bi−fs

s

· f(cs, µ+ θ, L)

A.3 Derivation of the distribution of X

Let the random variable T represent the length of PDU in number of slots and the random variable

Yi represent the number of transmission attempts of ith slot until success. The distribution of T is

geometric (by assumption) and is given by,

Pr(T = t) = gd(1− gd)
t−1, t = 1, 2, 3, . . . (A.4)

1Refer page 36 for the definition of µ.
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and the distribution of Yi (Yi’s being i.i.d. since we consider i.i.d. slot errors) is given by

Pr(Yi=y) = (1− Ps)(Ps)
y−1, y = 1, 2, 3, . . . (A.5)

where Ps is the slot error rate.Thus, the total number of slots required for successfully transmitting

T slots is given by

X =

T
∑

i=1

Yi. (A.6)

The distribution of X is evaluated using Transform techniques as follows.

φ(z) = E[zX ] (A.7)

= E

[

z

T∑

i=1

Yi

]

= E

[

T
∏

i=1

z Yi

]

= ET

[

EYi

[

t
∏

i=1

z Yi|T = t

]]

(∵ T ∐ Yi)

= ET

[

t
∏

i=1

EYi

[

z Yi|T = t
]

]

(∵ Yi ∐ Yj, ∀i 6= j)

= ET

[

(

z(1 − Ps)

1− zPs

)T
]

=
∞
∑

t=1

(

z(1− Ps)

1− zPs

)t

· gd(1− gd)
t−1

=
zgd(1− Ps)

1− z(1− gd(1− Ps))

= gd(1− Ps) · z (1− z(1 − gd(1− Ps)))
−1

= gd(1− Ps) ·
∞
∑

j=1

((1− gd(1− Ps))
j−1 zj .



Appendix A. 72

Therefore,

Pr(X=x) = gd(1− Ps)[1− gd(1− Ps)]
x−1, x = 1, 2, 3, ... (A.8)
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Figure A.1: State transition from slot t to slot t + 1
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Appendix B

Glossary

AMPS Advanced Mobile Phone Service

AuC Authentication Center

ARQ Automatic Repeat Request

BCS Block Check Sequence

BLR Block Level Retransmission

BSC Base Station Controller

BSS Base Station Subsystem

CDMA Code Division Multiple Access

CS Coding Scheme

EIR Equipment Identity Register

FCFS First Come First Serve

FCS Frame Check Sequence

FDMA Frequency Division Multiple Access

FEC Forward Error Correction

FH Frame Header

ftp file transfer protocol

GGSN Gateway GPRS Support Node

GMSK Gaussian Minimum Shift Keying

GPRS General Packet Radio Service

GSM Global System for Mobile communications
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GSN GPRS Support Node

GTP GPRS Tunneling Protocol

HDLC High Level Data Link Control

http hypertext transfer protocol

IMSI International Mobile Subscriber Identity

IP Internet Protocol

LL-PDU LLC Packet Data Unit

LLC Logical Link Control

MAC Medium Access Control

MSC Mobile Switching Center

N-PDU Network Protocol Data Unit

PACCH Packet Associate Control CHannel

PAGCH Packet Access Grant CHannel

PBCCH Packet Broadcast Control CHannel

PC Power Control

PCCCH Packet Common Control CHannel

PDCH Packet Data CHannel

PDTCH Packet Data Traffic CHannel

PDN Packet Data Network

PDP Packet Data Protocol (e.g., IP or X.25)

PDU Protocol Data Unit

PLMN Public Land Mobile Network

PNCH Packet Notification CHannel

PPCH Packet Paging CHannel

PRACH Packet Random Access CHannel

PTM Point-To-Multipoint

PTP Point-To-Point

QoS Quality of Service

RLC Radio Link Control

SCS Slot Check Sequence

SGSN Serving GPRS Support Node

SLR Slot Level Retransmission

SMTP Simple Mail Transfer Protocol
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SNDC SubNetwork Dependent Convergence

TACS Total Access Communications System

TCP Transmission Control Protocol

TDMA Time Division Multiple Access

UDP User Datagram Protocol


